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			Resum

			Aquest article analitza els mecanismes d’auditoria i control dels sistemes d’intel·ligència artificial (IA) al sector públic en el marc del Reglament europeu d’IA (RIA). S’hi exposen instruments com el sistema de gestió de la qualitat, les avaluacions de conformitat i la vigilància postcomercialització, especialment en relació amb els sistemes d’alt risc utilitzats per les administracions públiques. A la segona part del text s’aborden els conceptes d’auditoria algorítmica i de governança de la IA, amb una atenció especial a la norma ISO/IEC 42001:2023, que estableix els requisits per implementar un sistema de gestió de la IA alineat amb principis ètics i normatius. L’estudi defensa una auditoria tecnosocial, transversal i independent com a eina essencial per garantir la rendició de comptes, la protecció dels drets fonamentals, el respecte als valors ètics i democràtics i una visió humanocèntrica del desenvolupament i ús de la IA.
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			The auditing and control of high-risk artificial intelligence systems in the public sector

			Abstract

			This article analyses the mechanisms for the auditing and control of artificial intelligence (AI) systems in the public sector within the framework of the EU AI Act. It outlines instruments such as quality management systems, conformity assessments, and post-market monitoring, with special regard to high-risk systems used by public administrations. Its second part addresses the concepts of algorithmic auditing and AI governance, with particular reference to the ISO/IEC 42001 standard, which sets out the requirements for implementing an AI management system aligned with ethical and regulatory principles. The study advocates a techno-social, cross-cutting, and independent audit approach as an essential tool for ensuring accountability, the protection of fundamental rights, respect for ethical and democratic values, and a human-centric vision of AI development and use.
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			1 Introducció

			En el context actual d’expansió accelerada de sistemes d’intel·ligència artificial (IA) en àmbits cada cop més sensibles, des de la gestió de serveis públics fins a l’Administració de justícia o la salut, emergeix amb força la necessitat de mecanismes de control i garantia que no es limitin a la mera conformitat tècnica o de rendiment funcional. L’auditoria, en aquest escenari, esdevé una eina essencial per articular una governança democràtica de la IA, capaç de garantir que les seves aplicacions no erosionin els fonaments de l’estat de dret, ni comprometin la dignitat o l’autonomia de les persones.

			Més enllà de la seva dimensió instrumental, l’auditoria incorpora un component normatiu i estructural que permet identificar asimetries de poder, detectar biaixos algorítmics, analitzar impactes socials no previstos i reforçar la transparència i la rendició de comptes (accountability). Per això, el seu desplegament ha de ser concebut com una pràctica transversal i multidisciplinària, inserida en el disseny, la posada en marxa i la supervisió contínua dels sistemes d’IA. Així, s’obre pas una concepció de l’auditoria no només com a exigència reguladora, sinó també com a pilar constitutiu d’un model de desenvolupament tecnològic alineat amb els valors propis d’una societat democràtica avançada: el respecte dels drets fonamentals, la centralitat de la persona i la responsabilitat ètica col·lectiva.

			En aquest sentit, l’orientació tecnosocial pot aportar una perspectiva més àmplia i contextualitzada, que integra no només els aspectes tècnics i normatius del sistema, sinó també els seus impactes socials, ètics i institucionals, i contribuir a una auditoria més completa, responsable i ajustada a les necessitats del sector públic (Theodorou i Dignum, 2020; Novelli et al., 2024).

			El Reglament d’intel·ligència artificial1 (RIA, en endavant), amb el seu conegut enfocament en riscos, fa referències molt limitades a l’auditoria. No obstant això, es pot utilitzar un concepte ampli, en el sentit de referir-se a processos estructurats mitjançant els quals s’avalua el comportament present o passat d’una entitat per determinar la seva coherència amb els principis, els estàndards, les regulacions o les normes pertinents (Mökander et al., 2021, p. 2). Entesa així, l’auditoria comprèn diversos mecanismes d’aplicació proposats pel RIA, incloent-hi les “avaluacions de conformitat” (art. 43 RIA) que han de dur a terme els proveïdors de sistemes d’IA d’alt risc i els “plans de seguiment posteriors a la comercialització” (art. 72 RIA) que han d’establir per documentar i analitzar el rendiment d’aquests sistemes al llarg de la seva vida útil. En aquest sentit, el RIA aposta per establir un ecosistema de normes tècniques d’àmbit europeu per implantar el control i l’auditoria, tot i que amb unes metodologies de supervisió coherents amb la regulació de producte pròpia de l’anomenat “nou marc legislatiu” (Palma Ortigosa, 2024a, p. 429; vegeu l’apartat 2.2).

			En aquesta línia, l’article té com a objectiu principal analitzar els mecanismes d’auditoria i control de l’ús d’IA d’alt risc al sector públic en el marc del RIA. A partir d’aquest objectiu es plantegen les preguntes següents: aquests mecanismes són vàlids o suficients per auditar l’ús de la IA per part dels poders públics? S’adapten als contextos sensibles i a les especificitats de les administracions públiques? En definitiva, es tracta de qüestionar-se si es pot considerar l’avaluació de la conformitat d’un “producte” com una metodologia apta per valorar l’alineament legal i ètic dels sistemes d’IA que utilitzen els poders públics o si és necessari superar aquesta visió.

			Per aconseguir aquest objectiu i respondre a aquestes qüestions, l’estudi s’estructura en dos grans blocs. El primer analitza l’auditoria dels sistemes d’IA d’alt risc en el sector públic segons el RIA. En aquest marc, s’estudien successivament l’ús de la IA per part de les administracions i les seves obligacions de supervisió, el sistema de gestió de la qualitat (SGQ, en endavant) com a mecanisme de control, les avaluacions de conformitat requerides i la vigilància postcomercialització dels sistemes desplegats. El segon bloc aborda l’auditoria d’IA des de la perspectiva de la governança algorítmica, aprofundint en el concepte i en els principis de governança que l’han de sustentar, i finalment analitza l’ISO/IEC 42001:2023, sobre gestió de sistemes d’IA, i la nova norma, l’ISO 42006:2025, sobre requeriments per a l’auditoria.

			2 L’auditoria de sistemes d’IA d’alt risc al sector públic segons el RIA

			2.1 L’ús de la IA en les administracions i les exigències de supervisió

			La utilització de la IA al sector públic pot comportar uns beneficis enormes a l’exercici de les potestats administratives. En un context de recursos decreixents i necessitats desbordants, l’ús de la IA pot ser la resposta a la demanda d’eficàcia i eficiència que tenen els poders públics en diversos sectors (Cerrillo i Martínez, 2020a, p. 19). El mateix ordenament jurídic preveu l’opció d’implementar aquests sistemes. L’article 41 de la Llei 40/2015, d’1 d’octubre, de règim jurídic del sector públic (LRJSP), preveu la possibilitat d’actuacions administratives automatitzades.

			La norma defineix les actuacions administratives automatitzades com tots aquells actes o actuacions que, en el marc d’un procediment administratiu, una Administració pública duu a terme íntegrament a través de mitjans electrònics i en què no hi intervé de manera directa un empleat públic. Un dels elements substancials quan s’implanti una actuació administrativa automatitzada, en la línia d’aquest article, és la “supervisió i control de la qualitat i, si escau, l’auditoria del sistema d’informació i del codi font”. Aquesta previsió de mecanismes de vigilància no es complementa amb cap disposició o remissió a estàndards o normes tècniques. Es detecta, malgrat la brevetat de l’article, un enfocament excessivament tecnològic en aquest procés de supervisió.

			Aquesta capacitat de l’ús de la IA en la presa de decisions que descriu la LRJSP, ha estat completada, des d’una perspectiva garant dels drets fonamentals, per la Llei 15/2022, de 12 de juliol, integral per a la igualtat de tracte i la no-discriminació (art. 23.1) (Carlón Ruiz, 2024, p. 288). La norma avala l’impuls en la seva implementació, però amb un conjunt de garanties, com són la minimització de biaixos, la transparència i la rendició de comptes, sempre que sigui tècnicament factible. En aquest sentit, l’auditoria d’IA constitueix un dels instruments per assolir la transparència i, especialment, per poder retre comptes del compliment normatiu i la conformitat amb el conjunt de requeriments legals i ètics. Amb la finalitat d’evitar el potencial discriminatori, s’estableix la necessitat de dur a terme avaluacions d’impacte, instrument amb un marcat caràcter preventiu, que, tot i tenir una naturalesa tècnica similar a les auditories, constitueix un instrument de governança diferent (Mantelero, 2022).

			L’aplicació de la IA en el marc de l’Administració pública, malgrat la seva inequívoca acceptació legal, com s’acaba d’apuntar, ha generat un debat doctrinal entorn a quina extensió i amb quines característiques pot ser admesa. Tot i que no és objecte d’aquest article, convé recollir l’observació de Gal·la Barrachina i Andrés Boix, segons la qual “la substitució de la intel·ligència humana per l’artificial [a les administracions públiques] es pot fer per dues vies: la decisió adoptada directament per l’algoritme i sense intervenir-hi la intel·ligència humana, i aquella en què existeix intervenció humana, encara que de manera secundària, al servei de la IA” (Barrachina Navarro i Boix Palop, 2024, p. 356) [traducció pròpia]. En línia amb Boix Palop (2020), que defensa la consideració de la IA com a font de dret, Sánchez Barrilao (2023) sosté que la IA opera, a la pràctica, com a paràmetre d’actuació dels poders públics. Això és així per la seva capacitat fàctica de determinar directament situacions juridicopúbliques quan l’actuació administrativa es troba jurídicament subjecta a la IA. En tot cas, seguint la coneguda com a solució alemanya (Cerrillo i Martínez, 2020b; Ponce Solé, 2022, 2024; Barrachina Navarro i Boix Palop, 2024), s’entén que s’ha d’excloure l’aplicació de la IA en determinats supòsits, mentre que es pot utilitzar en aquelles decisions amb un “baix nivell de discrecionalitat o quan l’exercici de la potestat discrecional suposi l’ús de criteris tècnics i no polítics” (Boix Palop, 2020).

			La normativa de protecció de dades personals (art. 22.1 del Reglament general de protecció de dades, RGPD) ja establia com a regla general, que admet excepcions, la necessitat de supervisió humana quan les decisions es basin en tractaments automatitzats, inclosa l’elaboració de perfils (Palma Ortigosa, 2019). Aquest mecanisme de garantia amb intervenció humana conegut com a human in the loop, recollit també a l’article 14 del RIA, ha de ser objecte de revisió crítica, atesa la dificultat –i en ocasions la pràctica impossibilitat– que pot tenir fins i tot la persona més experta per identificar biaixos o vulneracions derivades del funcionament dels sistemes d’IA, malgrat la seva capacitat d’empatia (Cerrillo i Martínez, 2020a, p. 25). Tot i això, davant el risc d’una “burocràcia defensiva” que delegui acríticament la tecnologia, resulta essencial reivindicar una supervisió humana efectiva i amb capacitat d’incidència, especialment en aquells àmbits més sensibles que afecten directament els drets i les llibertats fonamentals (Ponce Solé, 2022).

			Dins l’àmbit de la protecció de dades personals, l’article 10.5 del RIA habilita els desenvolupadors de sistemes d’IA –que poden portar a decisions discriminatòries– a desplegar tècniques per detectar i reduir aquests biaixos. Tal com assenyala Palma Ortigosa (2024a, p. 364), aquestes tècniques poden comportar el tractament de dades personals de categoria especial, sempre que l’objectiu sigui vetllar per l’interès públic essencial. Aquest autor posa en dubte que el RIA compleixi les exigències previstes pel RGPD per a aquesta tipologia. En aquest sentit, el Comitè Europeu de Protecció de Dades ha indicat que la regulació prevista a l’article 10.5 del RIA no és prou garantista per crear una base jurídica per al tractament de les categories especials de dades (Palma Ortigosa, 2024b, p. 372). Soriano Arnanz (2023) entén aquestes garanties del dret a la igualtat i a la no-discriminació com a criteris operatius estables que operin ex ante per eliminar els desajustos entre l’abstracció de les normes jurídiques i la granularitat que exigeix el codi.

			En tot cas, el RIA no és una norma amb una orientació especial a les administracions públiques, i en l’àmbit de l’Estat espanyol no existeix cap regulació de caràcter general de la IA al sector públic (Cerrillo i Martínez, 2024, p. 102; Delle Cave, 2024, p. 363, per al cas italià). Barrachina Navarro i Boix Palop (2024, p. 357 i 358) plantegen la necessitat de disposar d’una regulació pròpia de l’ús de la IA a les administracions públiques, en la qual s’introduïssin les garanties i els controls del sector públic. Aquests autors argumenten que els mecanismes de control i auditoria previstos pel RIA són propis del sector privat i molt orientats a la regulació tècnica de producte que té la norma europea. Sense cap mena de dubte, qualsevol sectorització de la normativa ajudaria a una aplicació molt més adequada als requeriments i les necessitats de l’àmbit concret, en aquest cas les administracions públiques. La crítica a l’excessiva orientació al producte és totalment compartida per qui subscriu aquest article.

			El RIA fa referència expressa als poders públics a l’annex III, en el qual es cataloguen els sistemes d’IA d’alt risc, que constitueixen el gruix fonamental de la norma (vegeu l’apartat 2.3). La inclusió de les administracions públiques implicarà una sèrie d’obligacions relacionades amb el compliment normatiu, com són el SGQ, com a mecanisme de control intern, les avaluacions de conformitat i la vigilància postcomercialització, en tant que instruments d’auditoria, en el sentit exposat a la introducció. En els apartats següents s’analitza la implementació d’aquestes figures al sector públic.

			Tanmateix, abans d’iniciar aquesta anàlisi, convé posar de manifest com el RIA té una sensibilitat –o tracte privilegiat, en termes menys eufemístics– amb les administracions públiques. L’article 111.2 del RIA permet als estats membres diferir fins al 2 d’agost de 2030 l’aplicabilitat dels requisits i obligacions per als sistemes d’IA que hagin de ser utilitzats pel sector públic.

			2.2 El sistema de gestió de qualitat com a mecanisme de control dels sistemes d’alt risc

			El RIA és una norma centrada en la regulació de producte, la qual cosa implica que, en el cas dels sistemes d’IA d’alt risc, s’exigeixi una avaluació prèvia del compliment d’uns requisits tècnics mínims. L’article 16.f estableix l’obligació dels proveïdors d’assegurar-se que el seu sistema d’IA se sotmet a una avaluació de conformitat abans que s’introdueixi al mercat. Certament, la posició habitual dels poders públics és més la de responsables de desplegament, tot i que poden haver definit els requeriments i les necessitats (Barrachina Navarro i Boix Palop, 2024, p. 53). Aquest instrument de verificació, com s’ha indicat, segueix l’esquema de l’anomenat “nou marc legislatiu” (Palma Ortigosa, 2024a, p. 429) i es connecta amb la tècnica del “nou enfocament”, en què el legislador europeu fixa uns requisits essencials (salut, seguretat, drets fonamentals i valors de la Unió Europea, UE) i confia a la normalització privada la concreció d’especificacions tècniques per demostrar-ne el compliment (Álvarez García, 2020, 2023; Álvarez García i Tahiri Moreno, 2023).

			Aquest esquema configura una cooperació publicoprivada en què les institucions de la Unió estableixen el marc jurídic obligatori, mentre que els organismes europeus de normalització dissenyen els estàndards, i les entitats privades duen a terme avaluacions de conformitat (ex ante i ex post) sota la vigilància d’autoritats públiques del mercat (Álvarez García, 2023; Álvarez García i Tahiri Moreno, 2023). Des de l’òptica del dret administratiu, aquestes funcions privades compleixen finalitats públiques de policia de seguretat i qualitat, integrades en el “nou marc legislatiu” (acreditació, avaluació de conformitat i vigilància del mercat) (Álvarez García, 2020, 2023a).

			Amb aquest enfocament les normes harmonitzades ocupen un lloc central. Encara que la seva adopció és formalment voluntària, el seu compliment atorga la presumpció de conformitat amb els requisits essencials de l’acte legislatiu, cosa que redueix càrregues i facilita l’accés al mercat (efecte juridicopúblic decisiu) (Álvarez García, 2020, 2023). Aquesta presumpció converteix de facto les normes en gairebé obligatòries per competir, fet que revela la seva funció reguladora material dins de l’ordenament (Álvarez García, 2023). El Tribunal de Justícia, a James Elliott,2 va qualificar les normes harmonitzades com a dret de la Unió, basant-se en el seu procediment d’elaboració i en aquesta presumpció, i en va consolidar l’encaix com a instruments normatius “privats amb efectes públics” controlables jurisdiccionalment (Álvarez García, 2017). En aquest marc, les normes tècniques funcionen sovint com a autoregulació regulada, és a dir, com a regles i controls privats amb rellevància pública inserits i condicionats pel dret públic (Darnaculleta, 2003, 2005).

			En aquest marc, els requisits tècnics (art. 8-15 RIA) que han de ser avaluats s’han d’implementar a través d’un SGQ (art. 17 RIA). D’acord amb aquesta norma, és el marc organitzatiu que els proveïdors de sistemes d’IA d’alt risc han d’implantar per garantir el compliment continuat, des de la fase de disseny fins a la vigilància postcomercialització.

			El SGQ ha d’estar documentat, desplegat i mantingut de manera adequada i proporcional a la naturalesa i els riscos del sistema d’IA. Ha d’incloure, com a mínim, una estratègia per garantir el compliment normatiu, inclosos els procediments d’avaluació de la conformitat i de gestió de modificacions; les tècniques i els procediments per al disseny, el desenvolupament, el control i la verificació del sistema; les proves i les validacions abans, durant i després del desenvolupament, i les especificacions tècniques aplicables, amb menció expressa de les normes harmonitzades. D’altra banda, igualment ha de comptar amb sistemes de gestió de dades en totes les seves fases, un sistema de gestió de riscos, mecanismes de vigilància postcomercialització i notificació d’incidents greus i procediments per a la comunicació amb autoritats i parts interessades. Per acabar, ha d’introduir sistemes per a la traçabilitat documental, estratègies de gestió de recursos i seguretat de subministrament, així com un marc clar de rendició de comptes que defineixi les responsabilitats dins l’organització i garanteixi la supervisió humana i la governança ètica del sistema.

			El Reglament opta per emprar un instrument de governança, com és el SGQ, molt alineat amb la resta dels marcs que regulen les tecnologies de la informació. El concepte de qualitat –que clarament prové de l’enfocament al producte– s’ha de relacionar, més enllà de les especificacions tècniques, amb el compliment dels drets i les llibertats fonamentals i els valors ètics. Com assenyala Mantelero (2024), els estàndards tècnics poden ser útils per a la seguretat, però no són suficients per valorar-ne l’impacte sobre els drets humans.

			El RIA, malgrat aquest qüestionament, suposa un canvi en relació amb altres regulacions de les tecnologies de la informació, com és el RGPD, que en matèria de seguretat estableix unes directrius molt generals. En aquest sentit, s’ha d’adoptar un enfocament estratègic i integrat que combini, de manera coordinada, eficient i alineada amb els objectius de l’organització, la governança, la gestió de riscos i el compliment normatiu. Aquest enfocament integrat, conegut habitualment per la sigla GRC (governança, riscos i compliment normatiu) (Yasar et al., 2025), permet a les organitzacions incorporar els requisits legals, normatius, ètics i tècnics dins la seva estratègia, els seus objectius i les seves operacions per assegurar el compliment normatiu i gestionar adequadament els riscos.

			El RIA, malgrat haver definit les principals característiques i elements que ha de tenir el sistema de qualitat, també fa una aposta inequívoca per la utilització de normes tècniques o estàndards. L’article 40 estableix que els sistemes d’IA d’alt risc3 que siguin conformes a normes harmonitzades o parts d’aquestes es presumirà que compleixen els requeriments establerts a la secció 2 del capítol tercer (SGQ, etc.).

			El sistema de normes harmonitzades al qual fa referència el RIA s’articula mitjançant la sol·licitud que fa la Comissió Europea als organismes de normalització CEN, CENELEC o ETSI4 (Álvarez García, ٢٠٢٣, 2024). Com destaca Álvarez García:

			La necessitat d’evitar duplicitats entre la normalització europea i la internacional no és, certament, nova. Per això, s’han desenvolupat els acords de Viena i de Frankfurt entre, d’una banda, els organismes europeus de normalització (CEN i CENELEC) i, de l’altra, els internacionals (ISO i CEI). Recorda l’estudi Harmonising artificial intelligence: The role of standards in the EU AI Regulation (p. 21) que aquests acords donen prioritat als treballs normalitzadors del conglomerat ISO/CEI davant del conformat per CEN/CENELEC, però el projecte de RIA podria canviar això en la pràctica posant CEN/CENELEC al seient del conductor, de tal manera que aquest conglomerat europeu dirigeixi la normalització internacional defensant els valors i els principis europeus (Álvarez García, ٢٠٢٤, p. 414-415) [traducció pròpia].

			En conseqüència, el model que es pot titllar de més “intervencionista” del RIA en relació amb altres àmbits que regulen les tecnologies de la informació podria fer que les normes harmonitzades europees es constitueixin en estàndard tècnic més avançat que les normes ISO i arribessin a superar-les com a referent internacional. Atenent l’estat de la qüestió, aquesta afirmació s’ha de situar en el camp de les hipòtesis. El CEN/CENELEC Joint Technical Committee (JTC 21-Artificial Intelligence)5 ha afirmat que les normes s’aprovarien l’any 2026, abans que entrin en vigor les obligacions dels sistemes d’alt risc (Secretary JTC 21, 2025). En aquest sentit, el grup de treball 2 sobre aspectes operacionals (WG2) ha elaborat recentment tres esborranys sobre els estàndards següents: avaluació de conformitat, gestió de risc i SGQ per a finalitats reguladores del RIA de la UE que es troben en una fase de discussió interna (CEN-CENELEC JTC 21, Task Group Inclusiveness, 2025). Tot esperant que s’acompleixi aquest termini, és fonamental, com s’argumentarà més endavant, que se superi l’enfocament tecnicoorganitzatiu de la família ISO, pel profund impacte social que comporten els sistemes d’IA d’alt risc.

			En tot cas, el mateix RIA preveu un mecanisme, les especificacions comunes, per als tres supòsits següents: que aquestes normes harmonitzades no s’arribin a desenvolupar, que la Comissió consideri que són insuficients per garantir el compliment del RIA, o quan l’esmentada sol·licitud no hagi estat atesa. Les especificacions comunes inclouran tots els requeriments tècnics exigits pel Reglament, amb efectes similars a les normes tècniques obligatòries en absència de les harmonitzades (art. 41 RIA).

			Una vegada analitzades les exigències de l’establiment del SGQ com a mecanisme de control intern, l’apartat següent n’estudia la supervisió externa a través de les avaluacions de conformitat i les autoavaluacions dutes a terme pel mateix proveïdor.

			2.3 Les avaluacions de conformitat i la vigilància postcomercialització dels sistemes d’IA d’alt risc del sector públic

			L’avaluació de conformitat és el procés pel qual es demostra que un sistema d’IA d’alt risc compleix els requisits especificats en una norma harmonitzada o un estàndard (art. 3.20 RIA) (Palma Ortigosa, 2024a). El Reglament preveu dues modalitats d’avaluació: la que porta a terme el mateix avaluador que ha dissenyat el sistema i les que porten a terme tercers independents, anomenats organismes notificats. Aquests organismes són entitats degudament acreditades per les autoritats nacionals competents per verificar la conformitat dels sistemes d’IA d’alt risc, i notificades formalment a la Comissió Europea, d’acord amb el procediment establert pel Reglament (Alamillo Domingo, 2024).

			L’annex VII del Reglament constitueix el marc jurídic i tècnic que habilita aquest organisme notificat per dur a terme una avaluació exhaustiva del SGQ i de la documentació tècnica aportada pel proveïdor. Aquesta avaluació suposa, a la pràctica, dur a terme una auditoria externa reglamentària, orientada a verificar que el sistema d’IA s’ha dissenyat, desenvolupat, verificat i validat conforme als requisits establerts als articles 9-15 del RIA, i que es disposa d’un SGQ conforme a l’article 17 del RIA.

			A través d’aquest procediment, es constata si el SGQ implementat pel proveïdor és adequat i suficient per garantir el compliment continuat del Reglament, especialment en les fases de disseny, desenvolupament i proves del sistema. El legislador europeu, conscient de la complexitat tècnica i jurídica d’aquesta avaluació, estableix un equilibri entre el control extern i l’autoresponsabilitat empresarial, i confereix a l’organisme notificat la funció crítica de validació del marc organitzatiu, tècnic i documental.

			El RIA, atenent l’àmbit d’aplicació, preveu diversos supòsits en què es pot constatar aquest equilibri. En primer lloc, la norma europea fa referència als sistemes d’IA que utilitzin biometria (annex III, punt 1 RIA). En relació amb aquests sistemes, sempre que siguin permesos pel dret de la UE o d’un estat, la norma europea permet la possibilitat d’optar o bé per un model d’autoregulació reforçada (control intern) o bé per una avaluació amb supervisió externa, sempre que el proveïdor hagi aplicat les normes harmonitzades o les especificacions comunes com a base per demostrar el compliment normatiu (art. 43.1 RIA).

			Tanmateix, la norma preveu una excepció important al sector públic. Aquesta possibilitat d’optar per un sistema o un altre no existeix quan la posada en servei del sistema d’IA d’alt risc de sistemes de biometria la duguin a terme les autoritats garants del compliment del dret, les autoritats d’immigració o les autoritats d’asil, o la duguin a terme institucions, òrgans o organismes de la UE. D’altra banda, l’organisme notificat que ha de fer l’avaluació ha de ser l’autoritat de protecció de dades corresponent (art. 43.1 in fine).

			Per contra, les finalitats recollides en els punts 2-8 de l’annex III, que s’especifiquen a continuació, s’han de dur a terme a través d’un procés d’avaluació de la conformitat que no requereix la intervenció d’un organisme notificat (43.2 RIA). Els proveïdors han de dur a terme el procediment d’avaluació de conformitat fonamentant-se en el control intern a què es refereix l’annex VI (vegeu-ne l’explicació infra). Les finalitats que incideixen directament en l’esfera pública, segons l’annex III, comprenen diversos sectors d’especial sensibilitat, en els quals l’ús de sistemes d’alt risc poden tenir un impacte profund sobre els drets fonamentals i les garanties democràtiques (Cotino Hueso, 2023, p. 214-217). Entre aquests àmbits s’hi inclouen les infraestructures públiques crítiques, els sistemes educatius i de formació professional, els mecanismes d’accés i exercici efectiu de prestacions socials essencials, així com les activitats relacionades amb l’aplicació de la llei per part dels cossos policials, la gestió de la migració, l’asil i el control de fronteres. Així mateix, es consideren particularment sensibles l’Administració de justícia i els processos electorals o democràtics, àmbits en què l’automatització de decisions o el tractament massiu de dades per part d’algoritmes pot afectar la igualtat davant la llei, el dret a un judici just o la participació ciutadana en condicions d’equitat i transparència (Presno Linera, 2023, p. 25).

			A més d’aquestes finalitats que impacten directament en l’àmbit de les administracions públiques, com assenyalen Barrachina Navarro i Boix Palop (2024, p. 352) es pot “considerar que en l’actualitat qualsevol actuació de qualsevol poder públic, administratiu o judicial, que se sustenti en l’ús d’IA per a la presa de decisions, o per ajudar-la o condicionar-la, que impacti sobre l’esfera de drets i obligacions dels ciutadans, per defecte, tindrà sempre aquesta consideració (sistema d’IA d’alt risc)” [traducció pròpia].

			Una vegada analitzat l’àmbit objectiu d’aplicació, a continuació s’analitza l’esmentat annex VI del RIA, el qual preveu un procediment d’avaluació de la conformitat fonamentat en el control intern per part del proveïdor. El procediment es basa en tres eixos principals. En primer lloc, el proveïdor ha de verificar que el SGQ implementat compleix els requisits establerts a l’article 17 del RIA. En segon lloc, ha de dur a terme un examen exhaustiu de la documentació tècnica per tal d’avaluar si el sistema d’IA compleix els requisits essencials previstos al capítol III, secció 2. Finalment, també s’exigeix comprovar que el procés de disseny, desenvolupament i vigilància postcomercialització del sistema és coherent amb el conjunt de la documentació tècnica, de conformitat amb l’article 72 (vegeu infra). Aquest procediment permet al proveïdor assumir la responsabilitat directa sobre la conformitat del sistema, dins d’un marc de control intern estructurat i documentat.

			En conseqüència, el RIA ha optat, de manera àmplia, per l’autoavaluació i el control intern del sector públic. Es presumeix que les administracions públiques actuen amb transparència i que estan sotmeses a controls interns estrictes (Boix Palop, 2020). L’autoavaluació permet que els sistemes d’IA d’alt risc puguin ser desplegats amb més rapidesa i flexibilitat, sense dependre de processos externs de certificació que podrien endarrerir la innovació o la resposta a les necessitats socials. D’altra banda, el recurs als organismes notificats hauria suposat una elevada càrrega administrativa i econòmica, especialment per als organismes locals o de menor dimensió que ja estan subjectes a controls interns, auditories i altres marcs normatius exigents com és el RGPD o l’Esquema Nacional de Seguretat.

			Els arguments en contra del sistema d’autoavaluació, especialment en sectors sensibles com el control migratori, la seguretat i els serveis socials, són que l’absència d’avaluació externa independent pot ocasionar una manca d’objectivitat i de validació dels sistemes. Es corre el risc que els sistemes d’IA no compleixin plenament els requisits del RIA. Els processos interns, d’altra banda, poden ocasionar una menor transparència i traçabilitat, i dificultar que la societat, els mitjans o els col·lectius afectats o altres parts interessades puguin accedir a informació tècnica i comprensible sobre els sistemes utilitzats i els seus riscos (Pasquale, 2015; Cerrillo i Martínez, 2019). En definitiva, en definir-se els sistemes de control molt orientats al sector privat, no s’estableixen normes més exigents o diferents per a les administracions públiques, malgrat la seva posició i capacitat de lesionar drets fonamentals dels ciutadans (Barrachina Navarro i Boix Palop, 2024, p. 354).

			Aquest procés, en tot cas, es tanca amb la declaració de conformitat prevista a l’article 47 del RIA, la qual constitueix un requisit essencial dins el marc de control i supervisió dels sistemes d’IA d’alt risc. Aquesta declaració de conformitat ha de ser emesa pel proveïdor del sistema un cop hagi completat amb èxit el procediment d’avaluació de conformitat, ja sigui a través d’un mecanisme intern d’autoavaluació o mitjançant la intervenció d’un organisme notificat. La declaració no només és una exigència formal, sinó també un compromís jurídic i ètic que habilita la col·locació del marcatge CE (conformitat europea).

			Per acabar, d’acord amb l’article 72 del RIA, els proveïdors de sistemes d’IA d’alt risc han d’establir i mantenir un sistema de vigilància postcomercialització, el qual ha d’estar basat en un pla específic de vigilància. Aquest requisit garanteix el seguiment del rendiment dels sistemes d’IA un cop han estat comercialitzats o posats en servei, i forma part de les obligacions de supervisió contínua durant tot el seu cicle de vida.

			El sistema de vigilància postcomercialització consisteix en un conjunt estructurat de processos i mecanismes destinats a recollir, analitzar i interpretar dades relacionades amb el comportament del sistema d’IA en condicions reals d’ús. El seu objectiu és detectar desviacions, anomalies, errors o riscos no previstos inicialment, així com activar mesures correctores o de millora contínua. Aquest sistema ha de permetre identificar qualsevol impacte advers sobre la salut, la seguretat o els drets fonamentals de les persones usuàries.

			Per acabar, cal esmentar l’Agència Espanyola de Supervisió de la Intel·ligència Artificial (AESIA), que assumeix un paper central a l’àmbit de les administracions públiques. En concret, es configura com a autoritat nacional de supervisió amb competències per coordinar, supervisar i garantir el compliment del RIA en el sector públic.

			A continuació, en l’apartat següent, s’aprofundeix en els conceptes de governança de la IA i d’auditoria en relació amb els requeriments del RIA.

			3 L’auditoria d’intel·ligència artificial en el marc de la governança algorítmica

			3.1 El concepte de governança de la IA

			La norma ISO 37000:2021 defineix les estructures de governança com “el(s) sistema(es) pel(s) qual(s) tota l’organització és dirigida, controlada i ret comptes per assolir el seu propòsit principal a llarg termini”. En conseqüència, la governança s’aconsegueix mitjançant mecanismes com ara polítiques i procediments de l’empresa, consells de supervisió, programes de formació i esquemes de certificació. La governança de la IA, per la seva banda, es refereix als processos, els estàndards i les mesures per assegurar que les eines i els sistemes d’IA són segurs, ètics i alineats amb la normativa (IIA, 2024, p. 13).

			En aquest sentit, la norma ISO/IEC 23894:2023 proporciona orientació específica sobre la governança de sistemes d’IA, i destaca la importància d’integrar responsabilitat, transparència i gestió de riscos al llarg de tot el cicle de vida. Aquesta gestió de riscos es fonamenta en els principis generals establerts per la norma ISO 31000:2018, aplicables a qualsevol tipus d’organització, i connecta directament amb les obligacions que estableix l’article 9 del RIA, que exigeix la implantació d’un sistema de gestió de riscos continu, proactiu i documentat per a tots els sistemes d’IA d’alt risc.

			El primer pas per implementar la governança de la IA comença amb la definició de l’estratègia general de l’organització, així com dels rols i les responsabilitats (IIA, 2024, p. 13). En el disseny de l’estratègia d’IA conflueixen diversos elements: el compliment de les obligacions legals, l’alineament ètic i d’altres valors, la promoció de la innovació, la implementació dels estàndards i les millors pràctiques (best practices) i la identificació de les oportunitats que comporta l’ús de la IA.

			Les polítiques i els procediments sobre ús de la IA traslladen els principis i directrius de l’estratègia (IIA, 2016), i han de ser coneguts per totes les persones afectades dins l’organització (direcció, empleats, usuaris, etc.) mitjançant formació i conscienciació. En tot cas, la política d’IA és un element clau del SGQ i de la documentació tècnica exigida pel RIA (art. 17.1.a).

			Les polítiques i els procediments, juntament amb la definició de responsabilitats del personal, serveixen per establir un marc de rendició de comptes (art. 17.1.m RIA). La rendició de comptes és una de les pedres angulars de la governança de la IA (Binns, 2018; Novelli et al., 2023, p. 1871). Malgrat la importància de la rendició de comptes, sovint es defineix de manera massa imprecisa, amb referències indiferenciades als valors, les pràctiques i les mesures que engloba. Per a Novelli et al. (2023) això és degut a diversos factors: (i) a la naturalesa multifacètica de la rendició de comptes, (ii) al fet que és una relació dependent del context, (iii) a l’ambigüitat inherent de les polítiques d’IA, i (iv) a les estructures sociotècniques de les IA (Theodouru i Dignum, 2020).

			Un aspecte essencial d’aquesta rendició de comptes és l’existència de mètodes objectius de mesura per establir les responsabilitats, demostrar el compliment normatiu i facilitar l’auditoria. Un programa de governança de la IA ha de fonamentar-se en principis de mesurabilitat, transparència i responsabilitat, de manera que les seves accions i resultats siguin verificables mitjançant mètriques específiques i rellevants. Aquestes mètriques han de ser comunicades de manera sistemàtica als òrgans de supervisió corresponents, que han de disposar de capacitats tècniques i institucionals suficients per monitorar i avaluar l’eficàcia dels processos de disseny, desenvolupament, implementació i, eventualment, desmantellament dels sistemes d’IA (ISO/IEC 42001:2023, ISO/IEC 42006:2025).

			En aquest context, la implementació de controls robustos és la peça fonamental per garantir que els sistemes d’IA operin de manera segura, fiable, legal i ètica al llarg de tot el seu cicle de vida. La cultura de control d’una organització representa el que podríem anomenar “granularitat de la governança de la IA”, cobrint d’extrem a extrem (end-to-end) tota l’organització. En aquest sentit, es poden esmentar diverses metodologies de governança de les tecnologies de la informació (IT governance) com són la ISO/IEC 38500:2015 i Control Objectives for Information and Related Technology (COBIT) (ISACA, 2018). Aquestes metodologies constitueixen l’anomenat enfocament basat en principis (principle-based approach), que es refereix a un model de governança que se centra en principis generals i fonamentals, en lloc de regles rígides o llistes detallades de controls o procediments (Durante et al., 2022).

			L’establiment d’aquests controls, seguint aquest enfocament, es basa en el que s’anomena “objectiu de control”, que es pot definir com una meta específica que orienta la implementació de mecanismes tècnics, organitzatius i normatius, per exemple, garanteix la no-discriminació algorítmica i la traçabilitat de les decisions automatitzades o verifica que els sistemes d’IA s’ajusten a criteris de seguretat i fiabilitat. Els objectius de control constitueixen, en definitiva, fites concretes establertes per gestionar riscos i assegurar la conformitat del sistema de gestió amb els principis i estàndards definits (ISACA, 2018).

			Els controls han d’incloure dimensions de governança institucional, mecanismes tècnics de seguretat i privacitat, protocols operatius i procedimentals, així com salvaguardes explícites que assegurin l’alineament amb els valors ètics i els drets fonamentals (Blanchard et al., 2025). La naturalesa disruptiva i evolutiva de la IA pot requerir, a més, l’ampliació de controls existents –inspirats en àmbits com la ciberseguretat i la protecció de dades– i la introducció de nous mecanismes específics per a l’ús algorítmic, per assegurar la seva integració dins del marc de control global de l’organització (NIST, 2023).

			Per acabar, cal assenyalar, com es veurà a continuació, que l’auditoria de la lògica i de la funcionalitat del sistema d’IA es basa a contrastar, amb diverses metodologies, la conformitat del control auditat amb l’objectiu de control que el defineix (Mökander et al., 2021).

			3.2 L’auditoria d’intel·ligència artificial

			L’auditoria es defineix com un procés sistemàtic, documentat i independent, mitjançant el qual s’avaluen el comportament i el rendiment, presents o passats, d’una entitat o sistema, per comprovar-ne la conformitat amb principis, regulacions i estàndards establerts (ISO 19011:2018; Mökander et al., 2021, p. 8). Es poden identificar tres aspectes clau, que provenen de l’auditoria de tecnologies de la informació que són igualment fonamentals en l’auditoria d’IA: la governança, la garantia (assurance) i el risc (Zinda, 2022, p. 184). D’altra banda, es compon d’una sèrie de fases que convergeixen en un únic objectiu: identificar, anticipar i corregir els possibles riscos que sorgeixin durant el cicle de vida de l’algoritme i de les dades tractades (Eticas, 2021, p. 8; AEPD, 2021, p. 11).

			Les auditories poden ser qualitatives o quantitatives, ja que les expectatives del sistema es poden articular i avaluar de qualsevol de les dues maneres (Raji et al., 2022, p. 558). Una de les problemàtiques de l’auditoria de conformitat de producte, que assenyalen Raji et al. (2022), és que no sempre permet una visió més àmplia dels impactes posteriors d’un sistema o reflexions més obertes sobre les conseqüències dels resultats directes. Aquest enfocament, propi de les avaluacions de conformitat del RIA, se centra més en la comparació del comportament del producte respecte a les expectatives i els estàndards.

			En la línia de Raji et al. (2020) i Zenda (2022), es pot manllevar dels estudis mediambientals el concepte de governança urgent, que distingeix entre auditar la fiabilitat del sistema i els perjudicis socials (Raji et al., 2020). Els sistemes d’IA, igual que qualsevol sistema complex dissenyat, també poden ser tècnicament funcionals i fiables, alhora que produeixen resultats socials i ètics nocius (Zenda, 2022, p. 185). Les estructures de governança tradicionalment se centraven a aconseguir estàndards elevats de funcionalitat i fiabilitat i això s’aconseguia principalment a través de SGQ (Zenda, 2022, p. 185). 

			Aquesta orientació tècnica respon a una concepció clàssica de la governança, centrada en el compliment de requisits objectius i mesurables, però que no garanteix per si sola una avaluació integral dels riscos socials, especialment en entorns d’ús públic o sensibles. Com han exposat Raji et al. (2020) i Zenda (2022), és possible que un sistema d’IA compleixi els estàndards tècnics de qualitat i fiabilitat, però continuï generant impactes socials negatius –com ara discriminació, automatització injusta i biaixos sistèmics– que no són detectats ni corregits mitjançant els mecanismes tradicionals de control.

			El pla de vigilància postcomercialització establert pel RIA hauria d’estar enfocat a aquest impacte social de manera addicional a les avaluacions de conformitat (Mökander et al., 2021, p. 13). Com assenyalen Mökander et al. (2021), a la literatura acadèmica sovint es fa una distinció entre tres enfocaments complementaris però diferents de l’auditoria d’IA. Les auditories de funcionalitat se centren en la lògica que hi ha darrere de l’ús d’un sistema d’IA. Les auditories de codi impliquen la revisió del codi font d’un algoritme. Per acabar, les auditories d’impacte investiguen el tipus, la gravetat i la prevalença dels efectes dels resultats d’un sistema d’IA. Mentre que les avaluacions de conformitat exigides pel RIA impliquen elements tant d’auditoria de funcionalitat com d’auditoria de codi, el pla de seguiment posterior a la comercialització hauria d’afegir l’element d’auditoria d’impacte. Aquest element és molt important per als sistemes que continuen aprenent, és a dir, que actualitzen la seva lògica interna després de ser desplegats al mercat (Mökander et al., 2021, p. 13).

			Des d’aquest enfocament més ampli, l’auditoria algorítmica s’ha consolidat com una eina essencial per promoure la transparència, la rendició de comptes i la supervisió democràtica de tecnologies amb impacte social. Segons Brown et al. (2021), l’auditoria d’IA pot tenir diversos propòsits complementaris: (i) facilitar als reguladors la comprovació del compliment legal dels sistemes d’IA; (ii) ajudar els proveïdors i usuaris finals a mitigar riscos i detectar possibles impactes negatius, i (iii) proporcionar informació rellevant a tercers interessats –com ara clients, inversors i entitats de drets civils– sobre com els poden afectar els sistemes automatitzats emprats per governs, empreses o serveis.

			Seguint aquest concepte, les auditories es poden dividir en tres tipus: de primera, de segona i de tercera part (Raji et al., 2022). Les auditories de primera part són dutes a terme per l’organització responsable del sistema d’IA, sovint mitjançant equips interns encarregats de l’ètica, la qualitat o el compliment normatiu. Aquest model és especialment rellevant per al sector públic, atès que el RIA preveu que les autoritats públiques puguin dur a terme avaluacions internes de conformitat en el cas dels sistemes d’alt risc desenvolupats per elles mateixes (art. 43 RIA), amb l’excepció d’alguns usos dels sistemes de biometria (vegeu 2.2).

			Les auditories de segona part, per la seva banda, són dutes a terme per una entitat contractada per una organització, per exemple, una Administració pública, amb una relació contractual amb l’auditada, com ara un client o un soci comercial. En el context de la IA, aquestes auditories poden tenir un paper rellevant en la contractació pública responsable, en què l’Administració pot exigir proves de conformitat per part de tercers per garantir l’absència de biaixos o de riscos discriminadors (Raji et al., 2022).

			Les auditories de tercera part, per acabar, són les que duen a terme entitats independents acreditades, com ara organismes notificats i autoritats de control (Alamillo Domingo, 2024). Aquestes auditories constitueixen, com s’ha vist (vegeu l’apartat 2.3), un dels pilars del règim de conformitat del RIA per als sistemes d’alt risc, els quals han de superar una avaluació ex ante per part d’un organisme extern abans de ser posats en el mercat o entrar en funcionament (art. 44 RIA).

			En relació amb les auditories de primera part, cal subratllar com es generen conflictes d’interès i manca d’independència, fet que incrementa el risc d’auditoria (audit risk) i redueix la credibilitat (Raji et al., 2020). Per minimitzar aquest risc i reforçar la confiança pública, es recomana complementar les auditories internes amb mecanismes de supervisió externa (outsider oversight), que permetin la participació d’auditors independents –acadèmics, societats civils o agències públiques– amb accés suficient a la informació i estàndards clars i compartits (Cerrillo i Martínez, 2020a, p. 35; Raji et al., 2022).

			D’aquesta manera, l’auditoria esdevé no només una eina de control, sinó també de deliberació pública i garantia democràtica. Tot i que la supervisió externa ha tingut un paper essencial per detectar vulnerabilitats i abusos en l’ús d’algoritmes, aquestes accions no sempre es consideren auditories en sentit estricte, ja que sovint no segueixen estàndards formals ni disposen d’acreditació institucional (Raji et al., 2022). A més, l’opacitat, la manca de dades obertes, l’explicabilitat insuficient a la pràctica i l’abast temporal impedeixen verificar amb garanties l’equitat, la mesura i l’impacte real dels sistemes. Per tant, les seves conclusions han de llegir-se com a provisionals i condicionades al futur accés a dades, documentació tècnica i, quan sigui procedent, codi. Com a exemple d’aquesta darrera tipologia es pot esmentar l’informe elaborat per Martínez Garay et al. (2024) sobre els sistemes de policia predictiva a Espanya: VioGén, RisCanvi i Veripol.

			En relació amb un d’aquests sistemes, VioGén, es pot esmentar l’auditoria duta a terme per la Fundació Eticas (Eticas, 2022). Aquesta entitat ha desenvolupat una metodologia d’auditoria algorítmica per a la supervisió de sistemes d’IA sensibles del sector públic, la qual es basa en un enfocament tecnosocial i d’extrem a extrem per millorar els sistemes de rendició de comptes, la memòria organitzativa i el compliment de les regulacions sobre IA i dades (Galdon Clavell, 2023). Com assenyala Galdon Clavell (2023, p. 4):

			Una auditoria algorítmica sociotècnica d’extrem a extrem (E2EST/AA) ha d’inspeccionar un sistema en la seva implementació, activitat de processament i context operatiu, analitzant les dades específiques utilitzades i els subjectes de dades afectats. Es tracta d’un enfocament d’extrem a extrem perquè reconeix que els sistemes algorítmics treballen amb dades generades per individus i societats complexos i imperfectes. [traducció pròpia]

			L’auditoria tecnosocial que apunta aquesta autora parteix de la idea que els sistemes algorítmics són sistemes sociotècnics: la tecnologia i les persones conformen un sol conjunt dinàmic (Lam, 2023). Per això, no n’hi ha prou amb provar el model amb entrades i llegir-ne les sortides; cal examinar també el costat humà: com entenen els usuaris els resultats, com canvien els seus comportaments i com aquests canvis retroalimenten el sistema en el temps. En aquesta línia, Lam et al. (2023) defineixen l’auditoria tecnosocial com l’avaluació que, a més d’auditar els components tècnics, exposa els usuaris a variacions algorítmiques i mesura actituds i conductes resultants, de manera que amplia el “camp de visió” més enllà de l’algoritme aïllat.

			Metodològicament, les auditories sociotècniques combinen auditoria de caixa negra (black box) –provar el sistema amb perfils/entrades controlades– amb experiments controlats amb usuaris i, quan és possible, intervencions a la interfície del costat de l’usuari per observar respostes reals a canvis en el comportament algorítmic. Això permet captar fenòmens que una auditoria purament tècnica no veu: per exemple, malentesos d’interpretació, desigualtats d’impacte produïdes pel comportament o efectes d’adaptació plataforma-usuari a gran escala i al llarg del temps. Com defensa Matias (2023), “humans i algoritmes treballen plegats, així que cal estudiar-los plegats”: auditar el context sociotècnic (no sols el codi) proporciona dades per prendre decisions de governança, compliment normatiu i igualtat des del disseny.

			Els beneficis d’aquest enfocament són: (1) rendició de comptes més robusta en contrastar resultats amb polítiques legals o ètiques; (2) detecció de biaixos que emergeixen de la interacció usuari-sistema, que les proves tècniques poden passar per alt; (3) mesura d’impactes socials reals (no només mètriques d’encert), incloses les desigualtats persistents, i (4) base empírica per ajustar dissenys i normes (p. ex., modificacions de la interfície que redueixen la desinformació o els tractes desiguals). En conjunt, aquesta auditoria augmenta la seguretat, la transparència i la no-discriminació dels sistemes en entorns reals, alineant l’avaluació amb els objectius reguladors contemporanis sobre decisions automatitzades (Lam et al., 2023; Matias, 2023).

			Finalment, es pot fer referència a un altre àmbit en el qual s’han desenvolupat les metodologies d’auditoria algorítmica, el de les xarxes socials i plataformes en línia (Metaxa et al., 2021). Aquestes tenen en comú l’enfocament qualitatiu, que fa de l’observació l’eina principal per avaluar la funcionalitat d’aquests sistemes i els impactes en els drets fonamentals (Metaxa et al., 2021).

			A continuació, per finalitzar l’article, s’analitzen sintèticament les ISO/IEC 42001:2023 i 42006:2025.

			3.3  L’auditoria dels sistemes de gestió d’IA conforme a les ISO/IEC 42006:2025 i ISO/IEC 42001:2023

			La darrera norma que s’ha incorporat a la família ISO sobre IA és l’ISO/IEC 42006:2025, que té com a objectiu principal establir els requisits per als organismes que duen a terme auditories i certificacions de sistemes de gestió de la IA (SGIA, en endavant), d’acord amb la norma de referència ISO/IEC 42001:2023. Aquesta nova norma es posiciona com un complement essencial dins l’ecosistema normatiu de la IA, atès que regula les condicions que han de complir els organismes de certificació per garantir la imparcialitat, la competència tècnica i la fiabilitat del procés de certificació.

			En aquest estàndard es detallen aspectes com els criteris de competència del personal auditor i els requisits estructurals i de gestió dels mateixos organismes, així com els procediments específics per a la planificació, l’execució i el seguiment de les auditories (ISO/IEC 42006:2025). La norma també fixa pautes per a la gestió de conflictes d’interès, per a la determinació del temps d’auditoria i per a la selecció de l’equip auditor, que asseguri una correspondència adequada entre el perfil tècnic dels auditors i l’abast del sistema auditat (ISO, 19011:2018; ISO/IEC 42006:2025).

			Pel que fa a l’ISO/IEC 42001:2023, aquest estàndard, com s’ha apuntat, estableix els requeriments per a l’establiment, la implementació, el manteniment i la millora contínua d’un SGIA en el context d’una organització (ISO/IEC 42001:2023a). El SGIA proporciona una metodologia aplicable al SGQ establert per l’article 6 i següents del RIA. Com s’ha indicat anteriorment (vegeu l’apartat 2.2), fins que no s’aprovin les normes tècniques harmonitzades o les condicions específiques esmentades al Reglament, la norma ISO/IEC 42001:2023 constitueix el principal marc de referència per a l’aplicació pràctica del SGQ. En aquest sentit, l’adopció d’un SGIA representa una decisió estratègica per part de les organitzacions orientada a reforçar les seves estructures de governança i responsabilitat.

			La certificació del sistema de gestió segons la norma ISO/IEC 42001:2023 es pot integrar en un sistema d’avaluació de la conformitat per a productes, processos i serveis segons la norma ISO/IEC 17065:2012, que proporciona directrius per al desenvolupament i l’aplicació d’esquemes de certificació de productes, definint els diferents tipus de certificació i el nivell de rigor requerit en funció del risc i del context regulador.

			La norma ISO/IEC 42006:2025, per la seva banda, estableix que els procediments d’auditoria emprats pels organismes de certificació, en el marc del procés de certificació conforme a l’ISO/IEC 42001:2023, han de preveure dues etapes diferenciades. Aquestes han de garantir no només la verificació del compliment dels requisits establerts per la norma de referència, sinó també la consideració de la interrelació amb altres sistemes de gestió implantats per l’organització. Aquesta exigència respon a la necessitat de garantir la coherència dels controls, la compatibilitat dels procediments i la viabilitat de les rutes de comunicació i supervisió entre sistemes, en el marc d’una estructura de governança integrada.

			Aquest ecosistema de la família ISO, especialment la ISO 42001:2023, està alineat amb el RIA, però no cobreix tots els riscos que s’han de prendre en consideració segons la norma europea. Com assenyalen Soler Garrido et al. (2023, p. 7), “es pot destacar que els riscos considerats, així com els controls implementats per al tractament de riscos, són opcionals i s’evita intencionadament qualsevol vincle amb el compliment normatiu” [traducció pròpia]. Aquests autors sostenen que també s’hauria d’ampliar la cobertura dels aspectes de seguiment posterior a la comercialització per tal d’incloure-hi mecanismes específics per controlar els riscos i els impactes negatius per a les persones (Soler Garrido et al., 2023, p. 7).

			En efecte, aquest estàndard i la seva metodologia de conformitat no cobreixen plenament els riscos que estan associats als drets fonamentals, a la salut o a la seguretat de les persones. No aborden la perspectiva tecnosocial tan necessària per al control i l’auditoria de sistemes d’IA d’alt risc, ja que continuen situant el focus en qüestions lògiques, funcionals i organitzatives, i releguen els impactes.

			El JTC21 del CEN/CENTELEC, per la seva banda, ha pres com a punt de partida aquestes normes, però amb la intenció d’anar més enllà per aconseguir alinear-se completament amb els objectius del RIA, especialment els relacionats amb la garantia dels drets fonamentals (Soler Garrido et al., 2023, 2024). En conseqüència, les seves normes tècniques podrien superar l’enfocament excessivament tecnicoorganitzatiu i afegir hi un enfocament més social. La IA és una tecnologia que supera exponencialment en complexitat i impacte les tecnologies de la informació precedents. Per tant, acabem amb el desideràtum que aquests organismes estandarditzadors assoleixin aquests objectius.

			4 Conclusions

			Després d’analitzar els instruments de control i auditoria dels sistemes d’IA d’alt risc al sector públic exigits pel RIA, es poden extreure diverses conclusions que ja s’han anat apuntant al llarg de l’article. Tanmateix, cal començar amb una consideració prèvia fonamental: el RIA no és una norma dissenyada específicament per a les administracions públiques, encara que, com s’ha vist, incorpora requisits que les afecten directament. El seu enfocament orientat al producte i amb una clara vocació cap al sector privat posa de manifest la necessitat d’elaborar una regulació complementària que respongui millor a les particularitats i necessitats del sector públic.

			Certament, les administracions públiques ja disposen de mecanismes de control i auditoria derivats d’altres marcs normatius vinculats a les tecnologies de la informació, com ara l’RGPD, la Llei orgànica de protecció de dades personals i garantia dels drets digitals (LOPDGDD) i l’Esquema Nacional de Seguretat (ENS). Tot i això, el nou context generat per la IA fa palesa la insuficiència d’aquests instruments i evidencia la necessitat d’enfocaments més transversals, multidisciplinaris i amb una clara perspectiva tecnosocial.

			Constatat que el RIA no té com a eix central el sector públic, si s’analitzen els seus mecanismes de control i auditoria –com els sistemes de gestió de la qualitat, les avaluacions de conformitat o la vigilància postcomercialització– es pot concloure que la seva eficàcia, tot i ser rellevant, resulta parcial. El Reglament desplega requisits de governança, gestió de riscos i compliment que, sens dubte, són essencials per assolir els objectius que persegueix la norma europea. No obstant això, aquesta aproximació, hereva d’una governança pròpia de les tecnologies de la informació prèvies a la IA, es revela insuficient davant la complexitat i els impactes singulars d’aquesta nova tecnologia.

			D’altra banda, les administracions públiques disposen d’un termini més ampli per aplicar el RIA i, en molts supòsits d’ús d’alt risc, poden autoavaluar la conformitat dels sistemes mitjançant l’aplicació de normes harmonitzades. Això obliga a qüestionar si els mecanismes de control intern seran prou robustos i si permetran garantir una rendició de comptes efectiva, no només davant els organismes de control (com l’AESIA, l’AEPD o l’Autoritat Catalana de Protecció de Dades [APDCAT]), sinó també davant els sectors afectats i la ciutadania en general.

			Tal com s’ha exposat, cal confiar que les normes harmonitzades que elaborin els organismes europeus de normalització (CEN/CENELEC) superin aquesta visió tradicional i incorporin metodologies tant quantitatives com qualitatives, capaces de mesurar l’impacte real dels sistemes d’IA d’alt risc. En aquest sentit, les bases establertes per la ISO 42001:2023 i la ISO 42006:2025 semblen encara massa ancorades en una concepció tècnica i organitzativa, allunyada d’un enfocament més integral i social. El repte que afronten aquests organismes és majúscul, i la seva complexitat no es pot menystenir. Amb tot, el risc de promoure auditories que no siguin veritablement d’extrem a extrem, com s’ha analitzat a l’apartat 3.2, ens podria portar a perpetuar l’efecte de caixa negra, altament indesitjable en aquest àmbit.

			Finalment, malgrat les crítiques recollides en aquest estudi, cal reiterar la importància cabdal dels mecanismes d’auditoria i control dels sistemes d’alt risc, tant en l’àmbit públic com en el privat. Aquests mecanismes són els garants últims dels drets i llibertats fonamentals, dels valors democràtics i del desenvolupament d’una IA veritablement humanocèntrica. L’absència de regulacions com el RIA i dels instruments que l’acompanyen ens abocaria, indefectiblement, als “imperis digitals” que ha teoritzat Bradford (2023).
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AUDITORIA | CONTROL DELS SISTEMES D’INTEL-LIGENCIA ARTIFICIAL D’ALT RISC AL SECTOR
PUBLIC

Josep Cafiabate Pérez”

Resum

Aquest article analitza els mecanismes d’auditoria i control dels sistemes d’intel-ligéncia artificial (1A) al sector publicen el
marc del Reglament europeu d’IA (RIA). S’hi exposen instruments com el sistema de gestié de la qualitat, les avaluacions
de conformitat i la vigilancia postcomercialitzacid, especialment en relacié amb els sistemes d’alt risc utilitzats per les
administracions publiques. A la segona part del text s'aborden els conceptes d’auditoria algoritmica i de governancga de la
IA, amb una atencio especial a la norma ISO/IEC 42001:2023, que estableix els requisits per implementar un sistema de
gestiod de la lA alineat amb principis étics i normatius. L'estudi defensa una auditoria tecnosocial, transversal i independent
com a eina essencial per garantir la rendicié de comptes, la proteccié dels drets fonamentals, el respecte als valors etics
i democratics i una visio humanocentrica del desenvolupament i us de la IA.

Paraules clau: auditoria d’lA; governanca de la IA; Reglament d’IA i auditoria; control de sistemes d’IA.

THE AUDITING AND CONTROL OF HIGH-RISK ARTIFICIAL INTELLIGENCE SYSTEMS IN THE
PUBLIC SECTOR

Abstract

This article analyses the mechanisms for the auditing and control of artificial intelligence (Al) systems in the public
sector within the framework of the EU Al Act. It outlines instruments such as quality management systems, conformity
assessments, and post-market monitoring, with special regard to high-risk systems used by public administrations. Its
second part addresses the concepts of algorithmic auditing and Al governance, with particular reference to the ISO/IEC
42001 standard, which sets out the requirements for implementing an Al management system aligned with ethical and
regulatory principles. The study advocates a techno-social, cross-cutting, and independent audit approach as an essential
tool for ensuring accountability, the protection of fundamental rights, respect for ethical and democratic values, and a
human-centric vision of Al development and use.

Keywords: Al auditing; Al governance; Al Act and auditing; control of Al systems.
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