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Coeli-1A: deep
learning al servei
de les col-leccions
patrimonials

Resum: Coeli-IA és un projecte de recerca que explora
I's de tecnologies disruptives de catalogacié automatica i
cerca multimodal de contingut en col-leccions de patrimoni
cultural, mitjangant els Ultims avencos en aprenentatge pro-
fund (deep learning). A través de I'analisi del contingut visual
de les imatges, s’ha creat un sistema per suggerir etiquetes
i categories de manera automatica a partir de fotografies
de peces de museu, fet que agilitza la tasca de cataloga-
cié manual a les institucions. A més, en el marc d’aquest
projecte també s’ha treballat en la identificacié d’imatges
duplicades i s’ha implementat un sistema de cerca multimo-
dal d’imatges sense necessitat de catalogacio previa, per
tal d’oferir noves eines de recuperacié de la informacié als
usuaris. El repte principal ha estat la millora de I'accés als
continguts del sector GLAM (galeries, biblioteques, arxius i
museus), amb I'objectiu de superar la dependéencia d’eti-
quetatge manual i la dificultat de gestionar grans volums
de dades.

Paraules clau: Indexacié automatica, cerca multimodal,
aprenentatge profund, deep learning, patrimoni cultural, vi-
sié per computador.

Coeli-IA: deep learning al servicio de
las colecciones culturales

Resumen: Coeli-IA es un proyecto de investigacion que explora el uso
de tecnologias disruptivas de catalogacion automatica y busqueda mul-
timodal de contenido en colecciones de patrimonio cultural, mediante
los Gltimos avances en aprendizaje profundo (deep learning). A través
del andlisis del contenido visual de las imagenes, se ha creado un siste-
ma para sugerir etiquetas y categorias de forma automética a partir de
fotografias de piezas de museo, agilizando asi la labor de catalogacion
manual en las instituciones. Ademds, en el marco de este proyecto tam-
hién se ha trabajado en la identificacion de imagenes duplicadas y se
ha implementado un sistema de bdsqueda multimodal de iméagenes sin
necesidad de previa catalogacion, ofreciendo nuevas herramientas de
recuperacion de la informacion a los usuarios. El principal reto es me-
jorar el acceso a los contenidos del sector GLAM (galerias, bibliotecas,
archivos y museos), superando la dependencia del etiquetado manual y



la dificultad de gestionar grandes volumenes de datos.
Palabras clave: Indexacion automatica, bisqueda mul-
timodal, aprendizaje profundo, deep learning, patrimonio
cultural, vision por computador.

Coeli-IA: deep learning at
the service of cultural
collections

Abstract: Coeli-IA is a research project that explores the
use of disruptive technologies for automatic cataloging
and multimodal content search in cultural heritage co-
llections, leveraging the latest advances in Deep Lear-
ning. By analyzing the visual content of the images, a
system has been created to automatically suggest tags
and categories from photographs of museum artifacts,
thus streamlining the manual cataloging process in insti-
tutions. Furthermore, within the framework of this project,
work has also been done on the identification of duplicate
images and a multimodal image search system has been
implemented without the need for prior cataloguing, offe-
ring new information retrieval tools to users. The main
challenge is to improve access to content in the GLAM
sector (galleries, libraries, archives and museums), over-
coming the reliance on manual tagging and the difficulty
of managing large volumes of data.

Keywords: Automatic indexing, multimodal search, deep
learning, cultural heritage, computer vision.
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Introduccio

La gestid documental i la difusié del patrimoni
cultural es basen en gran part en una metodo-
logia de descripcio i indexacié a partir de parau-
les clau. Habitualment, aquestes paraules clau
s’obtenen de tesaurus o vocabularis controlats
de referencia amb diferents nivells de comple-
xitat. D’una banda, en molts casos aquestes
tasques de catalogacié poden ser oneroses en
temps i recursos, i sovint esdevenen inviables
quan es tracta de grans volums de documents.
D’altra banda, I'Us de descriptors per a I'accés
a la informacioé no esta exempt de problema-
tiques ampliament conegudes en el sector,
com per exemple la coherencia en els criteris
d’indexacio, les diferencies d’interpretacié dels
vocabularis entre usuaris experts i gran public,
o I'adaptacio dels descriptors a les necessitats
d’informacié canviants.

En el projecte Coeli-IA ens hem volgut plantejar
de quina manera les tecnologies basades en in-
telligencia artificial ens poden ajudar en alguns
d’aquests aspectes, tant per facilitar 'accés del
public en general als continguts culturals com
per crear eines de suport als professionals del
sector GLAM (de l'angles, galleries, libraries,
archives and museums). En particular, hem uti-
litzat tecniques d’aprenentatge profund (en an-
gles, deep learning) per entrenar algoritmes en
I’execucié de tasques de classificacio, anotacioé
i indexacio a partir d’'imatges i continguts visuals.

NUBILUM <www.nubilum.cat> és una em-
presa de serveis en I'ambit del patrimoni cul-
tural i documental constituida I'abril del 2013.
La seva missio és ajudar les organitzacions a
ser més eficients, fent un Us eficac de la gestid
de la documentacio i el coneixement. Integrar
el coneixement, preservar-lo i fer-lo accessible
és la rad de ser de les seves actuacions. Per
a totes les organitzacions, el coneixement i la
seva gestié son decisius per als resultats de la
seva activitat. D’enga que es van constituir ha
fet diverses activitats d’R+D+l i ha desenvolu-

pat el programari Coeli <www.coeli.cat>, una
plataforma digital per difondre, documentar i
gestionar les col-leccions patrimonials.

El Centre de Visid per Computador (CVC)' és
un centre TECNIO de recerca sense anim de
lucre fundat el 1995 com a consorci entre la
Generalitat de Catalunya i la Universitat Auto-
noma de Barcelona (UAB). La seva missi6 és
dur a terme investigacio capdavantera, d’excel-
lencia i d’alt impacte internacional en el camp
de la visié per computador, una area de la intel-
ligéncia artificial orientada a I'analisi i proces-
sament d’imatges. D’altra banda, també sén
missié del centre promoure la transferencia de
coneixement a la indUstria i en la societat, aixi
com preparar i formar investigadors al més alt
nivell europeu. EI CVC compta amb més de
130 investigadors multidisciplinaris i tecnics de
diferents nacionalitats, especialistes i liders en
el camp de la visié per computador. El centre
té diferents linies de recerca dirigides a 4 am-
bits d’aplicacié de mercat, entre les quals es
destaquen les industries culturals i basades en
I’experiéncia.

El programa d’ajuts INNOTEC de I’Agéncia per
la Competitivitat de I'Empresa (ACCIO) ha per-
meés dur a terme aquest projecte d’'R+D. Per
part de NUBILUM, I'objectiu ha estat ampliar
i millorar I'eina Coeli amb tecnologia disruptiva
pel que fa a la catalogacio i cerca de contin-
guts. Per la seva banda, I'objectiu principal del
CVC ha estat avancar en el nivell de preparacio
de la seva tecnologia, creant un producte mi-
nim viable que s’ha demostrat i validat en I'en-
torn productiu fent Us de dades reals.

1. Objectius del
projecte

’objectiu principal d’aquest projecte és adap-
tar les arquitectures de xarxes neuronals per
a visid per computador al camp especific de

1. CVC Centre de Visio per Computador. https://www.cvc.uab.es/ca/ [Consulta: 20 novembre 2020].
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la gestid de col-leccions de patrimoni cultu-
ral. L'Us dels dltims avencos en el camp de
I'aprenentatge profund (desp learning) tenen
el potencial de millorar significativament la tec-
nologia de cerca actual de Coeli i incorporar
funcionalitats de catalogacié automatica. En
particular els objectius especifics del projecte
han estat:

— Crear un corpus d’imatges i anotacions per
construir una base de coneixement en in-
dexacié automatica.

— Avancar el nivell de maduresa de la tecno-
logia (TRL, de I'angles technology readiness
level) desenvolupada al CVC. Demostrar i
validar la tecnologia en entorn productiu.

— Optimitzar els processos de treball i millorar
la productivitat dels usuaris de la plataforma
Coeli.

— Simplificar i facilitar la cerca a les col-lecci-
ons per als visitants digitals.

2. Eines i metodologies

El desenvolupament dels reptes tecnologics
plantejats en aquest projecte ha requerit I'Us
de diferents técniques i metodologies que
permeten resoldre diferents problematiques a
partir d’'un marc tecnologic comu, la visio per
computador i I'aprenentatge profund o deep
learning.

2.1 Visio per computador
i deep learning

En els darrers anys, amb I'explosié de les tec-
niques d’aprenentatge profund tot el camp
d’investigacié en visié per computador s’ha
revolucionat i ha assolit rendiments excepcio-
nals en tasques que fins recentment eren con-
siderades massa complexes d’automatitzar.>®
Concretament, I'Us d’aquesta tecnologia ha
produit algorismes capacos de superar el ren-
diment huma en la tasca basica de classifica-
ci6é d’imatges*—una fita que era inimaginable
fa una decada— i ha obert la porta a resoldre
tasques encara més complexes, que requerei-
xen el reconeixement d’una major varietat de
contingut visual, com ara I'etiquetatge i sub-
titulacié automatica d’imatges en llenguatge
natural,>® la comprensié d’escenes,”® la cerca
semantica,® etc.

2.2 Catalogacié automatica
d’imatges

La tasca d’etiquetatge o catalogacio d’imatges
consisteix a assignar una llista d’etiquetes a les
imatges, fent referencia a paraules que descri-
uen el contingut o el context de la imatge, perd
utilitzant un vocabulari de termes molt gran
(desenes o fins i tot centenars de milers) i on
una mateixa imatge pertany normalment a més
d’una classe.

2. LeCun, Yann; Bengio, Yoshua; Hinton, Geoffrey. «Deep learning». Nature, 2015, vol. 521, nim. 7553, p. 436-444. DOI: 10.1038/

nature14539.

3. Goodfellow, lan; Bengio, Yoshua; Courville, Aaron. Deep Learning: Adaptive Computation and Machine Learning series. Cambridge:

The MIT Press, 2016. ISBN: 9780262035613.

4. He, Kaiming; Zhang, Xiangyu; Ren, Shaoging; Sun, Jian. «Delving deep into rectifiers: Surpassing human-level performance on
ImageNet classification». Proc. of the IEEE International Conference on Computer Vision (ICCV), 2015, p. 1026-1034.
5. Fu, Jianlong; Rui, Yong. «Advances in deep learning approaches for image tagging». Transactions on Signal and Information

Processing, 2017, vol. 6.

6. Vinyals, Oriol; Toshev, Alexander; Bengio, Samy; Erhan, Dumitru. «Show and tell: A neural image caption generator». Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2015, p. 3156-3164.

7. Zhou, Bolei; Lapedriza, Agata; Khosla, Aditya; Oliva, Aude; Torralba, Antonio. «Learning deep features for scene recognition using
Places database». Advances in Neural Information Processing Systems (NIPS), 2014, p. 487-495.

8. Zhou, Bolei; Lapedriza, Agata; Khosla, Aditya; Oliva, Aude; Torralba, Antonio. «Places: A 10 million image database for scene
recognition». IEEE Transactions on Pattern Analysis and Machine Intelligence, 2017.

9. Gordo, Albert; Almazan, Jon; Revaud, Jéréme; Larlus, Diane. «<Deep image retrieval: Learning global representations for image
search». Proceedings of the European Conference on Computer Vision (ECCV), 2016, p. 241-257.
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Les xarxes neuronals artificials sén un tipus de
tecnica d’aprenentatge automatic que permet
als ordinadors reconeixer patrons i prendre de-
cisions a partir de grans quantitats de dades.
S’anomenen «neuronals» perque la seva es-
tructura s’inspira, de manera molt simplificada,
en la manera com les neurones transmeten
informacié dins del sistema nerviés huma. El
metode més comu per abordar I'etiquetatge
automatic d’imatges en aquests termes con-
sisteix a utilitzar una xarxa neuronal convolu-
cional profunda de I'estat de I'art’® en combina-
cié amb una capa de regressio logistica.' Més
recentment s’han proposat nous metodes que
utilitzen millor les dependencies estadistiques
de coocurrencia de les etiquetes.>'® Un algo-
risme desenvolupat recentment al CVC'™ per-
met predir etiquetes més ben contextualitzades
a partir d’alguna informacié complementaria a
la imatge (per exemple la seva geolocalitzacio).

2.3. Cerca multimodal en
col-leccions d’imatges

Un enfocament comu per abordar la cerca mul-
timodal en col-leccions d’'imatges és aprendre
un espai conjunt de projeccid (en angles, em-
bedding space) d'imatges i paraules.'®'®'7 En

Les xarxes neuronals artificials
son un tipus de tecnica d’apre-
nentatge automatic que permet
als ordinadors reconeixer patrons
i prendre decisions a partir de
grans quantitats de dades.

aquest espai, les imatges es projecten a prop
de les paraules amb quée comparteixen seman-
tica. En consequencia, també les imatges simi-
lars es projecten en punts similars de I'espai de
projeccioé. D’aquesta manera la cerca d’imatges
a partir d’'una imatge o text de referencia es con-
verteix en un simple problema de trobar-ne els
veins més propers (KNN per les seves sigles en
angles) en aquest espai de projeccié. Aquest
espai de projeccio es pot també modelar a partir
de I'agregacio de descriptors d’imatge comple-
mentaris'™ en cas que I'aplicacio requereixi tro-
bar una peca concreta previament inventariada
a partir d’'una imatge proporcionada per I'usuari.

Una linia de recerca desenvolupada al
CV(C™2021 explora la idea de projectar imat-
ges i text en un espai comu basant-se en una
col-leccié de documents multimodals (text i

10. He, Kaiming; Zhang, Xiangyu; Ren, Shaoging; Sun, Jian. “Delving deep into rectifiers: Surpassing human-level performance on
ImageNet classification”. Proc. of the IEEE International Conference on Computer Vision (ICCV), 2015, p. 1026-1034.
11. Fu, Jianlong; Rui, Yong. «Advances in deep learning approaches for image tagging». Transactions on Signal and Information

Processing, 2017, vol. 6.

12. Chollet, Frangois. «Information-theoretical label embeddings for large-scale image classification». arXiv preprint, 2016. https://

arxiv.org/abs/1607.05690 [Consulta: 20 novembre 2020].

13. Mineiro, Paul; Karampatziakis, Nikos. «Fast label embeddings via randomized linear algebra». A: Joint European Conference on
Machine Learning and Knowledge Discovery in Databases. Springer, Cham, 2015, p. 37-51.
14. Gémez, Raul; Gibert, Jaume; Karatzas, Dimosthenis. «Location sensitive image retrieval and tagging». A: European Conference on

Computer Vision. Springer, Cham, 2020, p. 401-417.

15. Akata, Zeynep; Perronnin, Florent; Harchaoui, Zaid; Schmid, Cordelia. «Label-embedding for image classification». [EEE
Transactions on Pattern Analysis and Machine Intelligence, 2015, vol. 38, nim. 7, p. 1425-1438.

16. Frome, Andrea; Corrado, Greg S.; Shlens, Jon; Bengio, Samy; Dean, Jeff; Mikolov, Tomas. “Devise: A deep visual-semantic
embedding model”. Advances in Neural Information Processing Systems, 2013, p. 2121-2129.

17. Wang, Jiang; Yang, Yi; Mao, Junhua; Huang, Zhiheng; Huang, Chang; Xu, Wei. «Cnn-rnn: A unified framework for multi-label

18.

19.

20.

21.

image classification». A: Proc. of the IEEE Conference on Computer Vision and Pattern Recognition, 2016, p. 2285-2294.
Husain, Syed Sameed; Bober, Miroslaw. <REMAP: Multi-layer entropy-guided pooling of dense CNN features for image retrieval».
IEEE Transactions on Image Processing, 2019, vol. 28, nim. 10, p. 5201-5213.

Gomez, Lluis; Patel, Yash; Rusinol, Margal; Karatzas, Dimosthenis. «Self-supervised learning of visual features through embedding
images into text topic spaces». A: Proc. of the IEEE Conference on Computer Vision and Pattern Recognition, 2017, p. 4230-4239.
Gomez, Raul; Gibert, Jaume; Karatzas, Dimosthenis. Self-supervised learning from web data for multimodal retrieval. A: Multimodal
Scene Understanding. Academic Press, 2019, p. 279-306.

Gomez, Radl; Gibert, Jaume; Karatzas, Dimosthenis. «Location sensitive image retrieval and tagging». A: European Conference on
Computer Vision. Springer, Cham, 2020, p. 401-417.
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imatges). Per als objectius d’aquest projecte,
es pot aprofitar un marc similar per establir
corelacions semantiques contextuals entre les
imatges proporcionades pels usuaris i el mate-
rial existent en col-leccions de les institucions
que usen Coeli.

3. Reptes tecnologics
del projecte

Un dels principals reptes tecnologics d’aquest
projecte té a veure amb I'Us de vocabularis
amb un gran nombre d’etiquetes. Un dels vo-
cabularis controlats més difusos en la gestio
de col-leccions a Catalunya és I’Art & Architec-
ture Thesaurus,?? que disposa d’una traduccio
catalana realitzada al Departament de Cultura
de la Generalitat de Catalunya® i que conté
més de 165.000 termes. Un repte important
en aquest escenari és el de reconeixer amb
exit les classes o conceptes menys freqlents,
el que estadisticament es coneix com la llarga
cua d’una distribucid de dades, en la base de
dades d’entrenament, mitjangant la combina-
ci6 de técniques de zero-shot learning??° amb
les arquitectures d’etiquetatge existents.

D’altra banda, la supervisi6 d’algorismes
d’aprenentatge automatic a partir d’etiquetes
comporta un conjunt de reptes propis. El més
conegut és el problema de les anotacions in-
completes,?® que es produeix pel fet que dos
anotadors humans poden considerar rellevants
diferents subconjunts d’etiquetes per a una
mateixa imatge, malgrat que ambdues anota-

Per aixo hem desenvolupat un sis-
tema basat en intel-ligencia arti-
ficial capac de suggerir etiquetes
per a objectes culturals a partir de
la seva representacio visual, utilit-
zant xarxes neuronals profundes
entrenades amb conjunts de da-
des reals i estructures d’etiquetat-
ge jerarquiques.

cions poden ser igualment valides. Aixo dificul-
ta I'aprenentatge perqué el model rep diferents
informacions per a imatges similars.

Un altre repte important és el de gestionar la
incertesa dels models d’etiquetatge i cerca.
Mentre que en proves de laboratori els errors
dels models sén simplement un valor numeric
que s’ha d’intentar minimitzar, en un entorn co-
mercial els errors poden desencoratjar I'usuari
i dificultar el desplegament de I'eina en alguns
entorns operacionals reals. Per evitar aquestes
situacions s’hauran d’integrar tecniques per
quantificar la incertesa del model?” i utilitzar-les
com a part dels models de prediccid per millo-
rar I'experiencia de I'usuari.

3.1 Anotacio i categoritzacio
automatica

’anotacié automatica d’imatges en col-lec-
cions patrimonials suposa un repte consi-
derable per la seva diversitat semantica i la

22. Getty Research Institute. Art & Architecture Thesaurus® Online. https://www.getty.edu/research/tools/vocabularies/aat/

[Consulta: 20 novembre 2020].

23. Tesaurus d’Art i Arquitectura. https://aatesaurus.cultura.gencat.cat/index.php [Consulta: 20 novembre 2020].
24. Norouzi, Mohammad; Mikolov, Tomas; Bengio, Samy; Singer, Yoram; Shlens, Jonathon; Frome, Andrea; Corrado, Greg S.; Dean,
Jeffrey. «Zero-shot learning by convex combination of semantic embeddings». A: 2nd International Conference on Learning

Representations (ICLR), 2014.

25. Zhang, Yang; Gong, Boging; Shah, Mubarak. «Fast zero-shot image tagging». A: I[EEE Conference on Computer Vision and Pattern

Recognition (CVPR), 2016.

26. Wang, Qifan; Shen, Bin; Wang, Shumiao; Li, Liang; Si, Luo. «Binary codes embedding for fast image tagging with incomplete
labels». A: European Conference on Computer Vision. Springer, Cham, 2014, p. 425-439.

27. Lakshminarayanan, Balaji; Pritzel, Alexander; Blundell, Charles. «Simple and scalable predictive uncertainty estimation using deep
ensembles». Advances in neural information processing systems, 2017, vol. 30.
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complexitat dels esquemes de classificacio
utilitzats en el sector GLAM. Per aix0 hem de-
senvolupat un sistema basat en intel-li gencia
artificial capa¢ de suggerir etiquetes per a ob-
jectes culturals a partir de la seva represen-
tacio visual, utilitzant xarxes neuronals profun-
des entrenades amb conjunts de dades reals i
estructures d’etiquetatge jerarquiques propies
del sector.

Per al desenvolupament i validacié del sis-
tema, s’han utilitzat dos conjunts de dades
principals, 'EUFCC-340K,?® un corpus public
creat a partir de dades del portal Europeana
<www.europeana.eu>, format per més de
340.000 imatges d’objectes patrimonials, i el
corpus Coeli, que conté materials procedents
d’algunes col-leccions gestionades a través
d’aquesta plataforma. Cal destacar que en
ambdos casos es tracta de fons d’imatges ca-
racteristics de I'ambit patrimonial, en particular
d’institucions museistiques, i que, per tant, han
permes treballar amb major precisio les neces-
sitats especifiques del sector.

Figura 1: Exemple del prototip inicial de classificacio automatica.

Image Classification

Els dos conjunts segueixen un esquema d’ano-
tacio basat en I'esmentat Art & Architecture
Thesaurus (AAT). L'AAT organitza els termes
en facetes que representen diferents aspectes
dels objectes catalogats. En el nostre sistema,
ens hem centrat en les seglients facetes prin-
cipals:

— Tipus d’objecte: classifica els elements se-
gons la seva funcio o tipologia.

— Materials: defineix els components fisics
d’un objecte.

— Disciplines: relaciona I'objecte amb camps
del coneixement.

— Temes: categoritza els objectes segons el
seu contingut iconografic o semantic.

L'estructura jerarquica de I’AAT permet as-
signar etiquetes en diferents nivells de granu-
laritat que faciliten la inferencia de categories
generals en casos on no hi ha prou informa-
cié per a una classificacié especifica. Per
exemple, si el sistema detecta una escultura
metal-lica perd no pot determinar-ne el tipus

Choose files  No file chosen
Objecte gerro | | gerra | | florera || pot | tetera
; - oy o
Material porcellana argila llautd
Técnica policromada | ! pisa | | esmaltada | | esmaltat
Tema representacio vegetal |
D o
Classificacid @ ceramica vida doméstica

28. Net, Francesc; Folia, Marc; Casals, Pep; Bagdanov, Andrew D.; Gémez, Lluis. <EUFCC-340K: A faceted hierarchical dataset for
metadata annotation in GLAM collections». Multimedia Tools and Applications (2025).
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La gesti6 d’arxius patrimonials di-
gitals requereix eines eficients per
recuperar contingut visual sense
dependre exclusivament de meta-
dades textuals.

exacte, pot assignar I'etiqueta «escultura» i
«metall» com a categories superiors dins la
jerarquia.

Per abordar aquesta classificacié complexa,
s’han entrenat diversos models basats en les
xarxes neuronals ConvNeXT?® i CLIP® que
s’han adaptat per a tasques de classificacio
multietiqueta. Aquests models han estat disse-
nyats per gestionar la simultaneitat de multiples
categories en una mateixa imatge i aprofitar
I'organitzacid jerarquica de les etiquetes per
millorar la precisié en categories menys fre-
quents. S’han provat diferents estrategies per
millorar-ne el rendiment i se n’ha fet una analisi
comparativa.

Els experiments realitzats tant en el conjunt de
dades EUFCC-340K com en el corpus de Coeli
han demostrat que aquest enfocament permet
en molts casos obtenir una precisié elevada en
I'anotacié automatica, fet que permet reduir el
temps dedicat a la catalogacié manual. A més,
el sistema inclou un mecanisme per quantifi-
car el grau de confianga en cada prediccio i
permet als professionals validar i corregir les
etiquetes de manera eficient.

3.2 Cerca intel-ligent
d’imatges

La gesti6é d’arxius patrimonials digitals reque-
reix eines eficients per recuperar contingut vi-
sual sense dependre exclusivament de meta-
dades textuals. En el marc del projecte Coeli-IA
hem desenvolupat i integrat dues tecnologies
avancades de cerca en col-leccions d’imat-
ges: deteccio de duplicats i imatges similars,®!
i cerca multimodal basada en text i imatge.*?
Aquests dos enfocaments complementaris fa-
ciliten tant la gesti¢ interna de les col-leccions
com I'experiencia de cerca dels usuaris.

3.2.1 Detecci6 de duplicats i
imatges similars

Els fons fotografics sovint contenen imatges
duplicades o quasi idéntiques, ja sigui per re-
peticions en la digitalitzacié de materials fisics,
sequéencies de captures d’'una mateixa escena
o variacions en la qualitat i edici¢ de les imat-
ges. ldentificar aquestes duplicacions de ma-
nera automatica és clau per evitar dedicar es-
forgos innecessaris en la catalogacio i garantir
una gestié més eficient dels fons documentals.

En aquest projecte hem implementat un siste-
ma de detecci¢ d’imatges duplicades i quasi-
duplicades basat en xarxes neuronals profun-
des, utilitzant un enfocament d’aprenentatge
transductiu.®® Aquesta metodologia ens ha
permes afinar els models directament sobre
les col-leccions de Coeli, aprofitant técniques
d’autoaprenentatge® per detectar patrons de
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Figura 2: Exemples de duplicats o quasiduplicats en una col-leccio fotografica per diferents motius: () fotografies de la mateixa
sessio d’estudi, (b) imatges escanejades de dos originals en paper amb lleugeres variacions a causa del desgast del paper al llarg
del temps, (c) plans diferents en una segiiéncia de la mateixa escena, etc.*

35. Les imatges d’aquesta figura provenen del DigitaltMuseum, amb lliceéncies Creative Common (CC BY-NC-ND i CC Public Domain).
Els autors respectius son: (a) Carl Johansson, (b) Anna Riwkin-Brick i (¢) Sune Sundahl
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Figura 3: Funcionalitat de cerca intel-ligent de fotografies sense necessitat d’etiquetatge.

similitud sense necessitat d’anotacions manu-
als. Els models utilitzats es basen en les arqui-
tectures de xarxes neuronals ResNet® i Vision
Transformers (ViTs),®” que generen representa-
cions numeriques (embeddings) de les imatges
i les comparen mitjangant metriques de sem-
blanca.

Els experiments fets sobre el conjunt de da-
des public UKBench® i el corpus de Coeli han
mostrat que aquest sistema pot detectar dupli-
cats amb una precisié elevada, fet que millora
els métodes tradicionals, fins i tot en casos de
variacions lleus (angles diferents, il-luminacio,
retocs digitals, etc.). Aquesta eina s’ha integrat
dins de la plataforma Coeli i permet als profes-
sionals del sector identificar i gestionar contin-
guts redundants amb eficacia.

3.2.2 Cerca multimodal:
text i imatge

Una de les limitacions dels sistemes tradicio-
nals de recuperacid d’informacié en fons fo-
tografics és que depenen exclusivament de
metadades textuals. Aquesta limitacio es fa es-
pecialment evident en entorns on es generen
grans volums d’imatges de manera continua,
com ara els departaments de comunicacio
d’empreses i institucions. Aquests departa-
ments acumulen col-leccions visuals massives
—reportatges fotografics, material per a xar-
xes socials, documentacié d’esdeveniments,
etc.— que sovint no es cataloguen de manera
individualitzada, fet que en dificulta la reutilitza-
ci6 i consulta posterior. En aguests contextos,
una cerca efica¢ basada en contingut visual
esdevé fonamental per optimitzar la gestio
d’aquestes col-leccions.
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Una de les limitacions dels siste-
mes tradicionals de recuperacio
d'informacié en fons fotografics
és que depenen exclusivament de
metadades textuals.

Per superar aquest obstacle, hem implemen-
tat un sistema de cerca multimodal, que per-
met als usuaris trobar imatges a partir d’'una
descripcio en llenguatge natural, sense neces-
sitat que les imatges hagin estat préviament
etiquetades.

Aquest sistema es basa en el model CLIP (de
'angles contrastive language-image pretrai-
ning), que apren a relacionar imatges i textos
en un espai semantic comud. Quan un usuari
introdueix una cerca textual, el sistema con-
verteix aquesta consulta en una representacio
numerica i la compara amb les representacions
de les imatges indexades, per retornar les més
similars. Aix0 permet cerques més flexibles i
intuitives, com ara: «cadira de fusta antiga»,
«pintures religioses del segle XVIlI», «fotografia
de noia tocant la guitarra dalt d’un escenari»,
«flors de color groc», etc. i pot recuperar imat-
ges que responen a la necessitat d’informacio
expressada en la cerca sense necessitat d’'una
indexacio textual previa dels continguts.

Aquest sistema de cerca multimodal d’imat-
ges ha estat implementat en un entorn de
produccié sobre un fons de més de 50.000
imatges d’un departament de comunicacio i
ha estat avaluat juntament amb els usuaris fi-
nals.®® experiéncia ha demostrat que aquest
sistema millora I'accés a les col-leccions digi-
tals, especialment en aquells casos en que els
usuaris no coneixen exactament les etiquetes
utilitzades en la catalogacié tradicional. En
institucions amb volums molt grans de ma-
terial fotografic, la cerca multimodal facilita la

identificacié rapida d’imatges rellevants sense
requerir processos d’indexacié manuals in-
tensius.

4. Conclusions

Les fotografies i els materials multimedia sén
elements cada vegada més presents en la ges-
ti6 del patrimoni cultural. La facilitat amb que
produim aquests materials i la seva qualitat fa
que adquireixin un paper cada vegada més
preponderant en la gestié i difusié del patri-
moni. Alhora, pero, la seva abundancia també
suposa un repte per a la gestié d’aquests ma-
teixos materials.

L'auge, en els darrers anys, de I'anomenada
intel-ligencia artificial ha portat a la llum un bon
nombre d’eines i técniques basades en arqui-
tectures de xarxes neuronals que ens perme-
ten realitzar tasques de tractament dels fons
audiovisuals que fins ara creiem inassequibles.
El repte d’aquest projecte ha estat precisa-
ment acostar aquestes tecnologies a les prac-
tiques i necessitats del sector GLAM, i ho hem
fet emprant, per a I'’entrenament dels models,
fons d’imatges especifics de patrimoni cultural,
i adaptant els processos de reconeixement i
classificacio als criteris documentals i vocabu-
laris del sector.

Algunes d’aquestes técniques ens permeten
optimitzar o repensar determinats fluxos de
treball en la gestio de col-leccions. Altres ens
permeten automatitzar processos de tracta-
ment d’imatges que en molts casos hauriem
descartat per massa onerosos. | encara d’al-
tres ens plantegen escenaris realment disrup-
tius amb les practiques documentals consue-
tudinaries. Sigui com sigui, la tecnologia ens
planteja constantment el repte de repensar les
nostres eines i les nostres metodologies de tre-
ball per tal d’empenyer els limits d’alld possible
cada dia una mica més enlla.
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