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Resumen

El presente articulo se centra en el andlisis, desde una perspectiva procesal, de la responsabilidad civil
extracontractual en materia de inteligencia artificial, con especial referencia a los puntos clave que
cabe identificar al hilo de la propuesta de Directiva del Parlamento y del Consejo, de 28 de septiembre
de 2022 vy, mds en particular, a sus arts. 3 (exhibicién de pruebas y presuncion refutable de incumpli-
miento) y 4 (presuncién refutable de relacién de causalidad en caso de culpa), claramente relacionados
con lainstitucion de la carga de la prueba y la flexibilizacién de los criterios tradicionales en funcién de
una correcta comprensién del principio de «facilidad» o «disponibilidad» probatoria.
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Responsabilidad civil extracontractual en materia de IA: especial referencia a la
carga de la prueba vy la aplicacién de presunciones

Extracontractual civil liability in Al matters: special reference to the
burden of proof and the application of presumptions

Abstract

This article focuses on the analysis, from a procedural perspective, of extracontractual civil liability in
the field of artificial intelligence, with reference to the key points that can be identified in the Proposal
for a Directive of the Parliament and of the Council, of 28 September 2022 and, more particularly, to
its arts. 3 (disclosure of evidence and rebuttable presumption of non-compliance) and 4 (rebuttable
presumption of causality in case of fault), clearly related to the institution of the burden of proof and
the relaxation of traditional criteria based on a correct understanding of the principle of “ease” or

“availability” of evidence.
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Introduccion

Toda vez que, en pleno siglo xxlI, se ha generalizado el uso
de los sistemas de inteligencia artificial, resulta conve-
niente dar respuesta efectiva a las demandas de indemni-
zacion de dafios y perjuicios que puedan traer causa de la
responsabilidad extracontractual derivada de su indebida
o inadecuada utilizacién.

Unas demandas judiciales (y contestaciones) que, por lo
que se refiere al orden civil, si queremos llegar a resul-
tados guiados por la aplicacién del sentido comun, nos
empujan a una tarea de armonizacién legislativa en el
marco de la UE que deberd sustentarse, a nivel procesal,
en la atenuacidn de los clasicos y rigidos criterios de dis-
tribucién de la carga de la prueba, asi como también en
la previsiéon de dos presunciones, iuris tantum, relativas
al incumplimiento y la relacién de causalidad en caso de
culpa. En esta linea, merecen especial atencién los arts. 3
y 4 de la propuesta de Directiva sobre responsabilidad en
materia de IA, de 28 de septiembre de 2022 (en adelante,
PDRIA). a cuyo analisis dedicaremos los préximos aparta-
dos de este articulo.

1. La propuesta de Directiva, de
28 de septiembre de 2022,
sobre Responsabilidad Civil
Extracontractual en Materia de |A:;
motivacidn, base juridica, objeto y
ambito de aplicacion

En un contexto como el actual, presidido por los fenéme-
nos de digitalizacién y robotizacién que son propios de la
llamada industria 4.0 (Barona Vilar, 2021), asi como por
la irrupcién del Reglamento de la Unién Europea, sobre
inteligencia artificial, de julio de 2024 (conocido como Ley
de Inteligencia Artificial);' cabe plantearse la adaptacion,
tanto sustantiva como procesal, del derecho de dafios
(Atienza Navarro, 2022; Ferrer Soler, pag. 64; Martin Ca-
sals, 2022, pags. 108-138; y 2023, pdgs. 55-100; Monterro-
so Casado, 2010, pags. 6-20; Navas Navarro, 2022; y Ortiz
Fernandez, 2024, pags. 1-12).

Una inteligencia artificial que genera tanta fascinacién
como desconfianza y que, si bien alberga un gran poten-

1. Reglamento (UE) 2024/1689 del Parlamento y del Consejo, de 13 de junio de 2024, por el que se establecen normas armonizadas en
materia de inteligencia artificial y por el que se modifican los Reglamentos (CE) n.2 300/2008 (UE) n.° 167/2013, (UE) 168/2013, (UE)
2018/858, (UE) 2018/1139 y (UE) 2019/2144, y las Directivas 2014/90/UE, (UE) 2016/797 y (UE) 2020/1823 (Reglamento de Inteligencia
Artificial, DOUE num. 1689, de 12 de julio de 2014, pags. 1a 144 (DOUE - L - 2024 - 81709).
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cial para el progreso tecnolégico y la apertura de nuevos
modelos de negocio (Jiménez Cardona, 2024, pdgs. 1-11),
no es menos cierto que también, en funcién de su parti-
cular aplicacién y usos, nos sitla ante mds que notables
desafios y no pocos riesgos para los derechos fundamen-
tales (Chesterman, 2021; Pérez Daudi, 2022; y Vallespin
Pérez, 2024 a), pags. 13-22; y 2024 b), pags. 13-24).

De ahi, precisamente, la importancia que cabe atribuir a
la propuesta de Directiva del Parlamento Europeo y del
Consejo, relativa a la adaptacién de las normas de respon-
sabilidad civil extracontractual a la inteligencia artificial
(Directiva sobre responsabilidad en materia de IA, de 28 de
septiembre de 2022).2 Propuesta que encuentra su base
juridica en el art. 114 TFUE, que prevé la adopcién de medi-
das para garantizar el establecimiento y el funcionamiento
del mercado interior; pretende abordar, de forma conjunta
(armonizacién) y huyendo de medidas legislativas unilate-
rales, los obstaculos derivados del hecho de que las em-
presas que desean producir, difundir y explotar productos
y servicios basados en la IA, mas alld de sus fronteras, no
puedan saber si los regimenes de responsabilidad civil en
vigor se aplican a los dafios causados por la IA, ni tampoco
de qué manera se aplican; y constituye una clara muestra
de la adaptacién del Derecho Privado, con notables impli-
caciones procesales vinculadas con la carga de la prueba
(Dacoronia, 2023, pdgs. 201-213), a las necesidades propias
de la transicién a una economia digital (Bueno de Mata,
2022, pags. 19-59) y a la lucha efectiva contra la brecha
digital (Vallespin Pérez, 2024 c), pags. 1-12).

Texto fundado en un enfoque por fases (la primera, li-
mitada a normas sobre la carga de la prueba para hacer
frente a los problemas derivados de la IA ya detectados; y
la sequnda, basada en futuros cambios tecnolégicos, nor-
mativos y jurisprudenciales, que bien pudiere considerar
la posibilidad de la previsién de un sequro obligatorio para

garantizar su eficacia); que persigue dar respuesta a las
insuficiencias constatadas, desde la 6ptica de las norma-
tivas nacionales de los Estados miembros, basadas en la
culpa, para dar satisfaccién efectiva a las demandas de
responsabilidad civil por dafios causados por productos
y servicios en los que se recurre a la utilizacion de la IA
(Astray Chacén, 2023; Ramén Ferndndez, 2019, pdgs. 1-13;
y Reyes Lépez, 2024, pags. 105-144). Y lo hace, en cuan-
to a propuesta de «minimosy», sin establecer un tipo de
responsabilidad concreta (Ortiz Fernandez, 2024, pag. 6).

En dichas normas nacionales, son las victimas las que
deben demostrar la concurrencia de tres elementos clave:
la comisién u omisién ilicita, el dafio y la relacién de cau-
salidad (nexo causal) entre la primera y el dafio que pueda
derivar de esta; que permitan apreciar, llegado el caso, la
existencia de responsabilidad en quien fuere demandado.
Esa demostracién no resulta nada sencilla para las victimas
ante las caracteristicas que rodean la aplicacién de la IA
(pensemos, por ejemplo, en su complejidad, su autonomia
o en el efecto black box -Ortiz Ferndndez, 2024, paq. 4; y
Nufiez Zorrilla, 2019-). Dificultades a las que cabe afiadir el
coste elevado implicito en dicha demostracion (claro desin-
centivo para la litigiosidad); y los riesgos que también deri-
van para las empresas de la hipotética tentacion judicial de
posicionarse, en favor de las victimas, en claro detrimento
del principio de igualdad de armas u oportunidades proce-
sales (Vallespin Pérez, 2023, pags. 1- 40).

Como consecuencia de todo lo anterior, esta propuesta
de Directiva incorpora diferentes adaptaciones de la res-
ponsabilidad del productor por productos defectuosos®
(Atienza Navarro, 2023, pdgs. 1-53; Marti Grau, 2023,
pdags. 7-9; Rodriguez de las Heras Ballell, 2023), que cubre
la responsabilidad objetiva del productor por los defectos
de sus productos. Adaptacién que se enfrenta en plena co-
herencia con la Ley de Ciberresiliencia* (fortaleciendo la

2. Propuesta de Directiva del Parlamento Europeo y del Consejo, relativa a la adaptacion de las normas de responsabilidad civil extracontractual
a lainteligencia artificial (Directiva sobre responsabilidad en materia de inteligencia artificial), COM/2022/496 final, 2022/004 (COD), de

28 de septiembre de 2022.

3. Directiva 85/374/CEE del Consejo, de 25 de julio de 1985, relativa a la aproximacién de las disposiciones legales, reglamentarias y
administrativas de los Estados miembros en materia de responsabilidad por los dafios causados por productos defectuosos. DOUE n1 L
210, de 7 de agosto; y propuesta de Directiva del Parlamento Europeo y del Consejo sobre responsabilidad por los dafios causados por
productos defectuosos COM/2022/495 final, de 28 de septiembre de 2022, 2022/0302 (COD).

4. Reglamento del Parlamento Europeo y del Consejo relativo a los requisitos horizontales de cibersequridad para los productos con ele-
mentos digitales y por el que se modifica el Reglamento (UE) n.2. 168/2013 y el Reglamento (UE) 2019/2020 y la Directiva (UE) 2020/1828
(Reglamento de Ciberresiliencia), Cyber 328 - JAI 1731, DataProject 391, Telecom 409 MI 1168, CSC 579, CSCI 215, CODEC 2601, 2022/0272

(COD), de 25 de septiembre de 2024.
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confianza en los productos con elementos digitales, para
asf reducir las vulnerabilidades cibernéticas y proteger
mejor tanto a empresas como consumidores); las previ-
siones ya contempladas al hilo de la Ley de Servicios Digi-
tales® (que fijan un marco integral para las obligaciones de
diligencia debida para la toma de decisiones algoritmicas
por parte de las plataformas digitales, incluida la exencién
de responsabilidad para los prestadores de servicios inter-
mediarios); y las iniciativas comunitarias de estrategia de
datos,® asi como aquellas otras que guardan relacién con
Pacto Verde Europeo.’

En el contexto que se acaba de describir, la PDRIA fija, como
asi dispone su art. 1, normas comunes sobre la exhibicién
de pruebas relativas a los sistemas de IA de alto riesgo, a
fin de permitir a los demandantes (persona que interponga
una demanda por dafios y perjuicios y que se ha visto per-
judicada por la informacién de salida de un sistema de IA,
0 por la no produccién por parte de dicho sistema de una
informacién de salida que deberia haber producido; que
ha sucedido a una persona perjudicada o se ha subroga-
do en su derecho en virtud de una ley o contrato; o actua
en nombre de uno o varios perjudicados, de conformidad
con el derecho de la Unién o nacional) fundamentar sus
demandas de responsabilidad civil extracontractual subje-
tiva (basada en la culpa) por dafios y perjuicios; asi como
también sobre la carga de la prueba en las demandas de
responsabilidad civil extracontractual subjetiva. Y lo hace
sin precisar la definicion de aquello que quepa reputar
como indemnizable (Ortiz Fernandez, 2023, pags. 7-8); asi
como contemplar referencia alguna a la configuracién de
un «corpus iuris robdtico» en el que, entre otras cosas, se
abra paso la delimitacién de una «personalidad robéticay.

PDRIA que, sin embargo, no sera aplicable a la responsabi-
lidad penal, y tampoco afectara a las normas del Derecho
de la Unién que regulan las condiciones de responsabilidad
en el dmbito del transporte, los derechos que puedan asis-
tir a un perjudicado en virtud de las normas nacionales de
transposicion de la Directiva 85/374/CEE, las exenciones

de responsabilidad y las obligaciones de diligencia debida
establecidos en la Ley de Servicios Digitales, y las normas
nacionales que determinen qué parte ha de soportar la
carga de la prueba, qué grado de certeza se exige para
gue haya fuerza probatoria, o como se define la culpa,
a excepcion de lo previsto en sus arts. 3 (exhibicion de
pruebas y presuncién refutable de incumplimiento) y 4
(presuncion refutable de relacién de causalidad en caso
de culpa). Todo ello teniendo presente, ademas, que no se
aplicard, retroactivamente, sino tan solo a las demandas
de indemnizacién de dafios y perjuicios gue se produzcan
a partir de la fecha de su efectiva transposicién.

2. La exhibicién de pruebas desde
la perspectiva de una correcta
comprension de las normas sobre
la carga de la prueba

La PDRIA pretende proporcionar a las personas que soli-
citen una indemnizacién por los dafios causados por siste-
mas de IA de alto riesgo medios eficaces para determinar
las personas potencialmente responsables y las pruebas
pertinentes cara a una demanda. De forma correlativa,
estos medios también servirdn para excluir a posibles
demandados determinados erréneamente, con el consi-
guiente ahorro de tiempo y dinero a las partes implicadas,
asf como la reduccién de la carga de trabajo que afecta a
los érganos jurisdiccionales.

El elevado nimero de personas que suelen participar en
el disefio, desarrollo, introduccién generalizada y funcio-
namiento de los sistemas de IA de alto riesgo hace dificil
que los perjudicados identifiquen a la persona potencial-
mente responsable de los dafios causados y demuestren
gue se cumplen las condiciones para interponer la corres-
pondiente demanda por dafios y perjuicios. Esto explica
que, para que los perjudicados puedan determinar si una

5. Reglamento (UE) 2022/2065 del Parlamento Europeo y del Consejo, de 19 de octubre de 2022, relativo a un mercado Unico de servicios
digitales y por el que se modifica la Directiva 2000/31/CE (Reglamento de Servicios Digitales), DOUE, nim. 277, de 27 de octubre de 2022.
6. Reglamento (UE) 2022/868 del Parlamento Europeo y del Consejo, de 30 de mayo de 2022, relativo a la gobernanza de datos y por el que
se modifica el Reglamento (UE) 2018/1724 (Reglamento de la Gobernanza de Datos), DOUE de 3 de junio de 2022, L-152/1; y Reglamento
(UE) 2023/2854 del Parlamento Europeo y del Consejo, de 13 de diciembre de 2023, sobre normas armonizadas para un acceso justo a
los datos y su utilizacidn, y por el que se modifican el Reglamento (UE) 2017/2394 y la Directiva (UE) 2020/1828 (Reglamento de Datos),

DOUE de 22 de diciembre de 2023, Series L.

7. Comunicacién de la Comisién al Parlamento Europeo, al Consejo Europeo, al Consejo, al Comité Econdmico y Social Europeo y al Comité
de las Regiones: el Pacto Verde Europeo (COM/2019), 640 final, de 11 de diciembre de 2019.
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demanda por dafios y perjuicios es fundada, se conceda a
los demandantes potenciales el derecho a solicitar, a un
érgano jurisdiccional, que ordene la exhibicién previa de
las pruebas pertinentes.

Dado que en estos casos la rigida aplicacion de los criterios
tradicionales de distribucién de la carga de la prueba en
el proceso civil, fundados en la naturaleza de los hechos
(por lo que se refiere a los constitutivos, esto es, los que
funden la demanda, el riesgo de la falta de prueba corres-
ponde al actor; mientras que en lo que concierne a los
hechos de naturaleza defensiva: impeditivos, extintivos o
excluyentes, este riesgo viene atribuido al demandado),
bien puede acabar por derivar en supuestos de «prueba
diabdlica» o «prueba imposible» (sobre la correcta com-
prensién de esta realidad, véase: Escaler Bascompte,
2017); la PDRI parte de armonizar las normas de respon-
sabilidad subjetiva que rigen la carga de la prueba para las
personas que reclamen la indemnizacién por dafios y per-
juicios causados por los sistemas de IA (@armonizacién que
no alcanza a los aspectos generales de la responsabilidad
civil regulados, de diferentes maneras, por las normas
nacionales, como es el caso de la definicién de culpa o la
causalidad, los diferentes tipos de dafios, la distribucion de
la responsabilidad entre varios causantes, la concurrencia
de culpas, el célculo de los dafios y perjuicios, o los plazos
de prescripcion). Todo ello en el bien entendido que, salvo
lo que se refiere a las presunciones fijadas en sus arts. 3
y 4, dicha propuesta no parte de la armonizacién de las
legislaciones nacionales acerca de cudl sea la parte sobre
la que recaera la carga de la prueba o el grado de certeza
necesario para constatar, en el caso concreto, la suficiente
fuerza probatoria.

Los Estados miembros velardn porque los érganos jurisdic-
cionales nacionales estén facultados, ya sea a peticién de
un demandante potencial que haya solicitado previamen-
te a un proveedor, a una persona sujeta a las obligaciones
de un proveedor, 0 a un usuario, que exhiba las pruebas
pertinentes que obran en su poder sobre un determinado
sistema de IA de alto riesgo del que se sospeche que ha

8. Art. 31PDRIA.
9. Art. 3.2 PDRIA.
10. Art. 3.3 PDRIA.

causado dafios, pero cuya solicitud haya sido denegada;
0 a peticion de un demandante, para ordenar la exhibi-
cién de dichas pruebas a estas personas.? En apoyo de
esta solicitud, el actor potencial debera presentar hechos
y pruebas suficientes para sustentar la viabilidad de su
demanda de indemnizacién de dafios y perjuicios.

Ante una demanda por dafios y perjuicios, el érgano
jurisdiccional nacional solo ordenard la exhibicion de las
pruebas por parte de una de las personas enumeradas en
el apartado 1del art. 3 PDRIA, cuando el demandante haya
realizado todos los intentos proporcionados de obtener
del demandado las pruebas pertinentes.® De igual forma,
los Estados miembros velardn porque los érganos jurisdic-
cionales nacionales, a solicitud de un demandante, estén
facultados para ordenar las medidas especificas con el fin
de conservar las pruebas mencionadas.”

Para determinar si una orden de exhibicién o conserva-
cién de pruebas es proporcionada, los érganos jurisdiccio-
nales nacionales tendran en cuenta los intereses legitimos
de todas las partes, incluidos los terceros afectados, en
particular los relativos a la proteccién de secretos comer-
ciales en el sentido del art. 2, apartado 1, de la Directiva
(UE) 2016/943," y de la informaciéon confidencial como,
por ejemplo, la relacionada con la sequridad nacional.
Los Estados miembros velaran porgue, cuando se ordene
la revelacién de un secreto comercial o de un supuesto
secreto comercial que el érgano jurisdiccional haya decla-
rado confidencial en el sentido del art. 9, apartado 1, de la
Directiva (UE) 2016/943, los dérganos jurisdiccionales es-
tén facultados, previa solicitud debidamente motivada de
una parte o, en su caso, por iniciativa propia, para adoptar
las medidas especificas necesarias a fin de preservar la
confidencialidad cuando dicha prueba se utilice o se men-
cione en procedimientos judiciales.

El haber limitado la obligacién de exhibicién o conserva-
cién a las pruebas necesarias y proporcionadas implica
que la voluntad comunitaria no es otra que garantizar la
proporcionalidad en la exhibicidn de las pruebas, es decir,

1. Directiva (UE) 2016/943 del Parlamento y del Consejo, de 28 de junio de 2016, relativa a la proteccidn de los conocimientos técnicos y la
informacion empresarial no divulgados (secretos comerciales) contra su obtencidn, utilizacidn y revelacion ilicitas, DOUE, L-157/1, de 15

de junio de 2016.
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limitar la exhibicién al minimo necesario e impedir soli-
citudes genéricas. Para garantizar la proporcionalidad de
tales medidas de exhibicién o conservacién, los érganos
jurisdiccionales nacionales deben disponer de medios
eficaces para salvaguardar los intereses legitimos de to-
das las partes implicadas (por ejemplo, la proteccién de
secretos comerciales en el sentido de la Directiva (UE)
2016/943 y de la informacidn confidencial -Ferrer Soler,
pdg. 65y sS. ).

Y cuando un demandado incumpla la orden de un érgano ju-
risdiccional nacional en una demanda de dafios y perjuicios
de exhibir o conservar las pruebas que obran en su poder
con arreglo a los apartados 1y 2 del art. 3 PDRIA, el 6rgano
jurisdiccional nacional presumird el incumplimiento por
parte del demandado de un deber de diligencia pertinente
(en particular, en aquellas circunstancias a que se refiere
el art. 4, apartados 2 o 3 PDRIA, referido a la presuncion
refutable de relacién de causalidad en caso de culpa).”

Si bien los 6rganos jurisdiccionales nacionales disponen
de medios para ejecutar sus 6rdenes de exhibicién, lo
cierto es que tales medidas de ejecucion pudieran acabar
por retrasar las demandas por dafios y perjuicios y, por
tanto, generar gastos adicionales para los litigantes (lo
cual constituiria un obstdculo para el correcto ejercicio
del derecho a la tutela judicial efectiva). En consecuencia,
cuando un demandado no exhiba las pruebas a su dis-
posicidén segun lo ordenado por el érgano jurisdiccional,
parece consecuente establecer una presuncién de incum-
plimiento de las obligaciones de diligencia que dichas
pruebas debfan demostrar.

No obstante, de conformidad con una correcta aplicacién
del principio de igualdad de armas u oportunidades pro-
cesales, el demandado gozard del derecho a refutar esta
presuncién. Presuncién que tiene por objetivo promover
la exhibicién, pero también acelerar la tramitacién de los
procedimientos judiciales; y que sin plantear una inversién
del onus probandi, si supone un claro alivio respecto a las
exigencias y riesgos derivados de una aplicacién estricta de
las normas requladoras de la carga de la prueba (Fernandez
Hernandez, 2022, pdgs. 1-7). Atenuacién que, por otra par-
te, es plenamente coherente con una correcta comprensién
del principio de facilidad o disponibilidad probatoria.

12. Art. 3.5 PDRIA.
13. Condiciones que son objeto de concrecién en el art. 4.1 PDRIA.

3. Presuncion refutable de relacion
de causalidad en caso de culpa

Por lo que se refiere a los dafios causados por los sistemas
de IA, la PDRIA pretende proporcionar un fundamento
eficaz para reclamar una indemnizacién en relacién con
la culpa consistente en el incumplimiento de un deber de
diligencia en virtud del derecho de la Unién o nacional.
Dado que puede resultar especialmente dificil para el de-
mandante probar que existe un nexo causal entre dicho
incumplimiento y la informacién de salida producida por
el sistema de IA, o la no produccién de una informacién
de salida que haya dado lugar a los dafios en cuestion,
se ha establecido una presuncion de causalidad especifica
(refutable) en orden a dicho nexo causal.

Presuncién de causalidad que, para que sea aplicable,
debe partir de la culpa del demandado establecida en
funcién de una accion u omisiéon humana que no se ajuste
a un deber de diligencia derivado del derecho de la Unién
0 nacional directamente destinado a proteger ante los
dafios que se hubieren producido. También serd necesario
establecer que pueda considerarse razonablemente pro-
bable, basandose en las circunstancias del caso, que tal
culpa haya influido en la informacién de salida producida
por los sistemas de IA, o en que en el sistema de IA no
se haya producido una informacién de salida; asi como la
demostracion de que esa realidad ha terminado por com-
portar un dafio. Con todo ello se pretende alcanzar una
relacion mas equilibrada entre los que pudieran resultar
perjudicados y la innovacién empresarial (Martin Casals,
2023, pag. 72).

Los érganos jurisdiccionales nacionales presumirdn, a los
efectos de la aplicacién de las normas de responsabilidad
a demandas por dafios y perjuicios (sin perjuicio de los re-
quisitos contemplados en el art. 4 PDRIA), el nexo causal
entre la culpa del demandado y los resultados producidos
por el sistema de IA. Ello serd asi siempre que se cumplan,
de modo concurrente, un amplio elenco de condiciones:™
en primer lugar, que el actor haya demostrado, o el érgano
jurisdiccional haya supuesto, de conformidad con el art.
3, apartado 5° PDRIA, la culpa del demandado o de una
persona de cuyo comportamiento sea responsable el de-
mandado, consistente en el incumplimiento de un deber
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de diligencia establecido por el derecho de la Unién o
nacional destinado directamente a proteger frente a los
dafios o perjuicios que se hayan producido; en segundo
lugar, gue pueda considerarse razonablemente probable,
basdndose en las circunstancias del caso, que la culpa
ha influido en los resultados producidos por el sistema
de IA, o en la no produccién de resultados por parte de
este sistema; vy, en tercer y Ultimo lugar, que el actor haya
demostrado que la informacién de salida producida por el
sistema de IA, o la no produccién de una informacion de
salida por parte del sistema de IA, causé los dafios.

Desde la perspectiva del sequndo de estos requisitos, esto
es, el relativo a que pueda considerarse razonablemente
probable; cabe sefialar, de una parte, que ello serd asi
cuando la culpa consista en el incumplimiento de un deber
de diligencia con respecto a la limitacion del perimetro de
funcionamiento del sistema de IA y los dafios que se ha-
yan producido fuera de este; vy, de otra, que no puede con-
siderarse razonablemente probable que el incumplimiento
de la obligacién de presentar determinados documentos o
de registrarse ante una autoridad determinada -aunque
ello pueda estar previsto para una actividad concreta o,
incluso, ser expresamente aplicable al funcionamiento de
un sistema de IA- ha influido en la informacién de salida
producida por el sistema de IA.

Para el supuesto concreto de aquellas demandas por
dafios y perjuicios contra proveedores de sistemas de
alto riesgo sujetos a los requisitos establecidos en los
capitulos 2 y 3 del titulo Il del Reglamento de IA, o con-
tra personas sujetas a las obligaciones del proveedor; la
condicion del apartado 1, letra a, de este articulo 4 PDRIA,
solo se cumplird cuando el demandante haya demostrado
que el proveedor o, en su caso, la persona sujeta a las
obligaciones del proveedor, haya incumplido cualquiera de
los siguientes requisitos referenciados en tales capitulos,
teniendo en cuanta las medidas adoptadas y los resulta-
dos del sistema de gestién de riesgos (arts. 9 y 16.a) del
Reglamento de 1A).”

Estos requisitos vienen referidos, en particular, a que el
sistema de IA utilice técnicas que implican el entrena-
miento de modelos con datos y que no se haya desarro-
llado a partir de un conjunto de datos de entrenamiento,

14. Art. 4.2 PDRIA.
15. Art. 4.3 PDRIA.
16. Art. 4.4 PDRIA.

validacién y prueba que cumplen los criterios de calidad
expuestos en el art. 10, apartados 2 a 4 del Reglamento IA;
el sistema de IA no haya sido disefiado ni desarrollado de
modo que cumpla los requisitos de transparencia estable-
cidos en el art. 13 de dicho Reglamento; el sistema de IA
no haya sido disefiado ni desarrollado de modo que per-
mita una vigilancia efectiva por personas fisicas durante
el periodo de su utilizacién de conformidad con el art. 14
del Reglamento IA; el sistema de IA no haya sido disefia-
do ni desarrollado de modo que, a la luz de la finalidad
prevista, alcance un nivel adecuado de precisién, solidez y
ciberseguridad de conformidad con los arts. 15 y 16, letra
a) del Reglamento IA; o no se hayan adoptado de forma
inmediata las medidas correctoras necesarias para poner
el sistema de IA en conformidad con las obligaciones es-
tablecidas en el titulo Ill, capitulo 2, del Reglamento IA,
o para retirar del mercado o recuperar el sistema, segin
proceda, de acuerdo con lo dispuesto en su art. 20.

Tratdndose de demandas por dafios y perjuicios contra
usuarios de sistemas de IA de alto riesgo sujetos a los re-
quisitos establecidos en los capitulos 2 y 3 del titulo 1l del
Reglamento IA, la condicion del apartado 1, letra a) del art.
4 de esta propuesta de Directiva, se cumplird cuando el
demandante pueda demostrar que el usuario no cumplié
con sus obligaciones de utilizar o supervisar el sistema de
IA de conformidad con las instrucciones de uso adjuntas
0, en su caso, de suspender o interrumpir su uso; o bien
expuso el sistema de IA a datos de entrada bajo su control
gue no eran pertinentes.”®

En el caso de las demandas por dafios y perjuicios relaciona-
dos con los sistemas de |A de alto riesgo, los 6rganos jurisdic-
cionales nacionales no aplicardn la presuncion establecida
en el apartado 1de este art. 4 PDRIA, cuando el demandado
demuestre que el actor puede acceder razonablemente a
pruebas y conocimientos especializados suficientes para
demostrar el correspondiente nexo causal. En las demandas
por dafos y perjuicios relacionadas con sistemas de IA que
no sean de alto riesgo, esta presuncién solo se aplicara si el
érgano jurisdiccional considera excesivamente dificil, para el
actor, demostrar el nexo causal referido.'®

En las demandas por dafios y perjuicios contra un deman-
dado que haya utilizado el sistema de |IA en el transcurso
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de una actividad personal de caracter no profesional, la
presuncién del apartado 1 del art. 4 PDRIA solo se aplicard
cuando el demandado haya interferido sustancialmente en
las condiciones de funcionamiento del sistema de IA o, en su
caso, cuando este tuviese la obligacion y estuviese en condi-
ciones de determinar las condiciones de funcionamiento del
sistema de IA y no lo haya hecho.” Uno de estos supuestos
de aplicacién de la presuncién tiene que ver con aquellas
situaciones en que el usuario no profesional no respeta las
instrucciones de uso u otras obligaciones de diligencia apli-
cables a la hora de elegir el ambito de operacién o de fijar las
condiciones de funcionamiento del sistema de IA (esto se en-
tiende sin perjuicio del hecho de que el proveedor debe de-
terminar la finalidad prevista en los sistemas de IA, incluidos
el contexto y las condiciones especificas de uso, y eliminar o
minimizar los riesgos de dicho sistema seguin convenga en el
momento del disefio y el desarrollo, teniendo en cuenta los
acontecimientos y la experiencia de los usuarios previstos).
Por el contrario, si el proveedor de un sistema de IA ha cum-
plido todas sus obligaciones y se ha considerado que dicho
sistema es suficientemente sequro para ser comercializado
con vistas a un uso determinado por los usuarios, no debe
aplicarse la presuncién de causalidad por la mera puesta en
funcionamiento de dicho sistema por parte de tales usuarios
no profesionales; y lo mismo cabe apreciar respecto a los
usuarios no profesionales que compren dichos sistemas de
IA'y simplemente los pongan en funcionamiento con arreglo
a su finalidad, sin interferir sustancialmente en las condicio-
nes de funcionamiento.

Con todo, al demandado le asistird el derecho de refutar
la presuncién de causalidad en caso de culpa a la que
venimos haciendo referencia.® En particular, lo mas ha-
bitual sera que el demandado refute esta presuncion iuris
tantum mediante la demostracidn, en el caso concreto, de
gue su culpa no puede haber sido la causante del dafio
que se ha producido.

Conclusiones

La exigencia de responsabilidad civil extracontractual
derivada de la utilizacion de los sistemas de IA no puede
venir sometida, sin mas, a la requlacién genérica de dicha
responsabilidad en los diferentes textos normativos civiles,

17. Art. 4.6 PDRIA.
18. Art. 4.7 PDRIA.

de naturaleza sustantiva, a nivel nacional. Partiendo de una
armonizacién normativa a nivel de la UE (tanto sustantiva
como procesal), a no confundir con la total unificacién en
los diferentes Estados miembros, parece llegada la hora, en
particular tras la aprobacién en junio de 2024 del Regla-
mento sobre Inteligencia Artificial, de aprobar la Directiva
sobre responsabilidad de los sistemas de IA.

Una Directiva en la que, desde la perspectiva procesal,
tendria total sentido, en plena sintonia con lo que asi ya
prescribe el art. 217 LEC, relativo a la carga de la prueba,
prestar atencién en cuanto a su distribucién, en estos
casos no exentos de complejidad, no solo a la regla ge-
neral derivada de la clasica clasificacion factica (hechos
constitutivos, extintivos, excluyentes e impeditivos), sino
también a la necesidad de enfrentar su atemperamiento
mediante una correcta aplicacion, guiada por el sentido
comun, del principio de facilidad o disponibilidad probato-
ria (@partado 7 del art. 217 LEC). Principio que, por cierto,
encaja a la perfeccion con la fijacién de dos presunciones
juris tantum: la primera, referida al incumplimiento en sf
mismo considerado; y la sequnda, relativa a la relacién de
causalidad en caso de culpa.

De no ser asi, en un contexto mds amplio de elaboracién
de nuevas reglas de responsabilidad civil en la era digital
(Wagner, 2022, pags. 191-243), en no pocos casos el actor
(afectado por el dafio derivado del sistema de IA) se veria
indefenso frente a aquellas empresas que, amparandose
en una simple y cdmoda falta de colaboracién, bien pudie-
ran tener fdcil escapar a la indemnizacién derivada de su
responsabilidad en el uso de sistemas de IA.
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