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 ABSTRACT

The irruption of generative Artificial Intelligence, along 
with changes in content production and consumption 

models, sets the stage for the in-depth exploration of a 
specific field of media studies: self-effects. Defined as the 
cognitive, emotional, attitudinal or behavioral effects that 

messages have on the senders themselves (Valkenburg, 
2017), this article aims to highlight the importance of 
studying such effects in AI-mediated communication 
(AI-MC) and content co-creation processes between 

AIs and humans with potential implications for digital 
wellbeing. First, the concept of Artificial Intelligence is 

narrowed down and its role in communication processes is 
discussed. Subsequently, the particularities of self-effects 

in AI-mediated communication are highlighted and the 
most important notions provided by current research on 

self-effects are stated for their application to AI-MC. Finally, 
the article discusses an important challenge presented by 

this field of study as well as some opportunities related 
to digital wellbeing and health in order to assess some 

potential social benefits of studying this type of effects.
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RESUMEN

La irrupción de la Inteligencia Artificial generativa (GenAI), 
junto con los cambios en los modelos de producción y 
consumo de contenido, sienta las bases para la exploración 
en profundidad de un campo específico de los estudios 
de medios: los autoefectos. Definidos como los efectos 
cognitivos, emocionales, actitudinales o conductuales que 
los mensajes tienen sobre los propios emisores (Valkenburg, 
2017), este artículo pretende destacar la importancia de 
estudiar dichos efectos en la comunicación mediada por IA 
(AI-MC) y los procesos de co-creación de contenidos entre 
IAs y humanos con potenciales implicaciones en el bienestar 
digital. En primer lugar, se acota el concepto de Inteligencia 
Artificial y se discute el rol que tiene en los procesos de 
comunicación. Posteriormente, se destacan las particu-
laridades de los autoefectos en la comunicación mediada 
por IA y se destacan las nociones más importantes que 
aportan las investigaciones actuales sobre autoefectos 
para aplicarlas a la AI-MC .Por último, el artículo analiza 
un reto importante que presenta este campo de estudio así 
como algunas oportunidades relacionadas con el bienestar 
y la salud digitales con el fin de evaluar algunos beneficios 
sociales potenciales del estudio de este tipo de efectos. 
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1. Introduction: AI and the new paradigms in 
communication research

A new wave of AI-powered generative models has disrupted 
many areas in cultural studies, challenging the fundamental 
concepts of authorship (Lauber-Rönsberg & Hetmank, 
2019; Deltorn & Macrez, 2019) and the uniqueness of human 
creativity (Arielli & Manovich, 2022), and creating a significant 
moment of exceptionality in communication research. This 
disruption has been enhanced by the release of Stable 
Diffusion, an open-source text-to-image artificial intelligence 
(AI) developed by Stability AI, Runway, and CompVis LMU. The 
public release of this model and its source code has sparked 
collective innovation around AI generative models, offering 
new opportunities for interaction between humans and AI 
(HAII), and setting the way for new research possibilities.

The exponential growth of these technologies has led scholars 
to reconsider the role of AI in communication processes 
beyond its traditional function as a tool or mediator. Instead, AI 
is now being conceived as a communicative subject (Guzman 
& Lewis, 2019) or a communicative Other (Gunkel, 2012). 
This new perspective is reinforced by the interactions users 
have with AI, which can be perceived as analogous to human 
interaction (Waddell et al., 2016). As a result, the paradigm of 
AI-mediated communication (AI-MC) needs to be broadened 
to encompass the concept of “machine subjects with which 
people make meaning instead of through which people make 
meaning” (Guzman & Lewis, 2019, p. 73). 

Currently, the co-creation of meaning is expanded through 
the collective evolution of AI technologies, enabling new 
dimensions of content creation. One example of this is 
Dreambooth, introduced by Ruiz et al. (2022), which presents 
an approach for personalizing text-to-image diffusion models 
with a focus on subject-driven generation. With Dreambooth, 
any user can fine-tune a pre-trained text-to-image AI model 
to retrain it with a particular subject that was not present in 
its initial training (e.g. a person, a movie tone, an artistic style, 
etc.), and generate outputs that are based on that subject. This 
opens the door to personalized models for each individual, 
which are no longer limited by the previous database.

The ability to generate content with minimal skill or knowledge 
barriers represents a significant shift in the current media 
logic, especially given the new and complex interactions users 
are developing with AI (e.g., Brandtzaeg et al., 2022). These 
interactions place the user in front of a mirror, making them 
reconsider aspects of themselves (Turkle, 1984; Papacharissi, 
2019), making the AI co-creation a process with effects on 
the creator. These phenomena are referred to as self-effects, 
defined as “the effects of messages on the cognitions, 
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emotions, attitudes, and behaviors of the message creators/
senders themselves” (Valkenburg, 2017, p.477).

This article aims to understand the context in which 
self-effects become relevant and provide insights for 
researching this field. First, the focus will be narrowed to AI’s 
direct interaction with users and the roles that AI assumes 
in this type of process. Next, the article will address the 
field of media effects and self-effects by considering the 
particularities of Human-AI Interaction (HAII), highlighting 
the uniqueness of this research area. Finally, the article will 
discuss opportunities for studying self-effects related to 
digital well-being and health, with the goal of assessing the 
potential social benefits of an empirical understanding of 
these effects.

2. Narrowing the concept: The role of Generative AI 
in communication

As noted in the introduction, the development of Artificial 
Intelligence has expanded the boundaries of communication 
research. In line with the article’s purpose, this section will 
focus on a specific area of AI that will be significant in the 
coming years. The first distinction to be made is between 
general and narrow AI. This research field will use the concept 
of narrow AI, which refers to goal-driven systems capable of 
performing one or a few tasks (AI HLEG, 2019) faster and more 
accurately than humans (Ninness & Ninness, 2020). To further 
refine the concept of AI used, we will focus on generative AI 
(GenAI), which is commonly defined as an algorithmic system 
capable of producing various types of content (e.g., audio, text, 
video, 3D models) inspired by the previous training datasets 
and able to generate unexpected outputs. GenAI has a unique 
position within communication processes, requiring us to 
reconsider the conventional view of AI as a channel.

The aforementioned change of paradigm regarding AI’s role 
in communication (i.e. AI as a communicator) is not exclusive 
from the conception of AI as a mediator. This leads to the 
distinction of two traditionally separate fields: Human-Compu-
ter-Interaction (HCI) and Computer-Mediated-Communication 
(CMC). Although some scholars have attempted to reconcile 
the differences between these two concepts (Sundar & Lee, 
2022), for the field of GenAI, it may be interesting to combine 
both approaches or view it as a spectrum, ranging from AI 
as a mediator to AI as a communicator, with various types of 
generative AIs situated in between. Multiple variables, such 
as AI involvement, communication purpose, functioning, 
interface, and human interaction can impact the placement of 
a particular generative AI within the spectrum.

To understand the concept of AI as both mediator and 
communicator, it is necessary to resort to recent developments 
that enable a more intimate communication process with AI. 
In Endacott & Leonardi (2022), significant progress has been 

made in understanding how interactions with AIs can affect 
humans in impression management, providing an initial 
framework for exploring self-effects. The investigation is 
focused on communication processes where users interact 
with each other and AIs sometimes communicate on their 
behalf. When AIs communicate on behalf of someone, the user 
may not have complete control over how they are presented 
(Leonardi & Treem, 2020), as every action in that context can 
have a significant impact on how others perceive them (Metiu, 
2006). Consequently, the user implicitly or explicitly delegates 
varying degrees of control over the impression management 
process to AIs (Endacott & Leonardi, 2022). These investi-
gations lead to the assumption that this delegation of control 
over self-presentation may also be present in interpersonal 
interactions between AIs and humans, placing AI as the 
other agent in the communication process, situated on the 
mediator-communicator spectrum described before.

The impact of AI on communication processes and their 
outcomes is expanding, affecting not only interactions that 
involve self-presentation but also many other scenarios 
(Sundar & Lee, 2022). Therefore, the investigation of 
self-effects should not be limited to self-presentation 
processes that are co-created with AI. The variety of GenAI 
systems and their applications offer ample opportunities to 
explore self-effects in different contexts and scenarios, which 
will be discussed in the following section.

3. The particularities of self-effects in AI-mediated 
communication

To understand the importance of studying self-effects in the 
context of AI as a mediator and communicator, we need to 
first examine the concept of media effects and its evolution 
in recent times. Media effects refer to the impact that media 
content and messages have on the audience, and can be 
cognitive, emotional, attitudinal or behavioral effects (Potter, 
2012). However, traditional media effects research has been 
limited to the concept of “mass” media, where consumption, 
impact, and anonymity were uniform across the audience 
(Valkenburg et al., 2016). This approach no longer fits the 
current media logic, where individualization and persona-
lization are prevalent. This has given rise to the concept of 
mass self-communication, which enables researchers to 
examine not only the reception effects but also the generation 
processes and effects of media generation on the generators 
themselves (Castells, 2007). The new ways of individualization 
and personalization of media increase the engagement and 
the interactivity the user has with media and therefore, it can 
enhance media effects (Sundar et al., 2016). This seed, which 
Castells calls mass self-communication, is the prelude to the 
study of self-effects.

Empirical research has highlighted the significance of 
self-effects since the mid-20th century, for example, the effect 
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of role-playing on self-behavior (e.g. Elms, 1966). Despite 
the similarities in the mechanisms of self-effects between 
offline and online scenarios, the affordances of digital media, 
particularly social media, make online self-effects more likely 
or expected (Valkenburg, 2017). The heightened frequency of 
self-effects in online environments, along with the person-
alization of consumption and production, and the distinctive 
role of AI in communication processes, elevates the research 
domain of self-effects in AI-MC as a unique area that can yield 
significant conclusions.

Several scholars have conceptualized and studied self-effects 
from diverse angles in digital media, such as Jensen Schau 
and Gilly (2003), Yee et al. (2009), and Peña et al. (2023). 
Nevertheless, due to the similarities and links between offline 
and online self-effects, it is feasible to apply offline theories 
to digital surroundings, as proposed by Valkenburg (2017) with 
self-effects in social media, distinguishing self-effects from 
reception effects (i. e. the effects of others’ messages on the 
cognitions, emotions, attitudes, and behavior of recipients). 
Valkenburg (2017) identified four principal theories underlying 
self-effects: self-persuasion, self-concept change, expressive 
writing, and political deliberation. Although some studies have 
addressed these effects, such as Gore and Cross (2011), there 
is a lack of empirical research regarding self-effects in HAII. It 
is crucial to examine the variations and differences in these 
effects when the context is mediated by an AI, especially if we 
consider that new communication tools, platforms and agents 
can have unique and unidentified effects (Yao & Ling, 2020).

Throughout this article, several unique characteristics of HAII 
and AI-MC have been highlighted, underscoring the need for 
specific research on self-effects within GenAI. One essential 
characteristic of these communication processes is that both 
reception and self-effects are produced simultaneously, 
given that AI functions as a mediator and communicator in 
the generative process. Therefore, analyzing HAII in content 
generation processes will not only help us understand what 
impact AI-mediated generation has on the generator but will 
also provide insights into how the user interacts with the AI as 
another agent in the process and what effects the interaction 
with AIs has on the user on a scale closer to interpersonal 
interaction with humans, similar to the approach done by 
Brandtzaeg et al. (2022) with chatbots but a much larger scale. 

The proliferation of GenAI in multiple content-generation 
applications and the growing relationship between users and 
AI technologies have significant implications in several areas 
of our daily lives. The study of self-effects can unlock the 
exploration of mechanisms to improve the positive aspects 
of these effects (e.g., Raglio et al., 2021) and mitigate the 
potential adverse outcomes of HAII and its impact on society 
(e.g., Dignum, 2017). Finally, the study of self-effects meets 
an urgent need to develop a practical understanding of AI-MC 
impact on a wide variety of behaviors and design, implement 

and fairly regulate these systems (e.g. Hancock et al., 2020). 
Some challenges and opportunities in this field of research 
will be discussed in the last section of this paper. 

4. Discussion: Challenges and opportunities of 
studying self-effects in AI-MC

The singularities of AI-MC as a research field have been 
expressed in the article with a double purpose, first to 
demonstrate such uniqueness in that area of study and, 
secondly, to bring to light the importance of studying 
self-effects in order to create safer and more ethical AI 
systems in the future. This last section will briefly explore 
some challenges and opportunities when starting self-effects 
research in AI-MC.

One of the biggest challenges is linked to the unique role 
of AI in communication processes, as reception effects 
and self-effects are produced simultaneously. Therefore, 
researchers must precisely define the object of study to 
avoid the measurement of different effects at the same 
time. Previous theoretical research, such as Gore & Cross’s 
(2011) study on self-concept change, offers valuable insights 
into narrowing the focus on self-effects. In this study, the 
researchers limited the variables to measure this effect 
and obtained the expected results regarding the effect. This 
research highlights the need for specificity and particular 
indicators of change for each self-effect. Therefore, to assess 
the impact of AI-MC on the self for measuring self-persuasion 
and self-concept change, researchers should set different 
variables and patterns to evaluate each effect.

It is essential to consider the interdisciplinary nature of 
AI-MC and its connections with other research disciplines. 
AI-MC cannot be studied in isolation, and it is necessary to 
take into account both classical theories in communication 
and important contributions from related areas of inquiry 
(Yao & Ling, 2020). An interdisciplinary approach can provide 
an opportunity to develop more robust lines of research 
supported by various fields of expertise. For example, the 
study of self-effects in AI-MC can benefit from psychological 
research (e.g. Sundar, 2020) and algorithmic therapies (e.g. 
Raglio et al., 2021), as well as from classical media effects 
theories such as parasocial interaction or uses-and-gratifi-
cations.

Perhaps the most important opportunity that arises from the 
study of self-effects, besides contributing to the more ethical 
development of AI systems, is the potential to improve the 
digital well-being of diverse groups, particularly those with 
specific clinical conditions. An in-depth understanding of how 
GenAI affects users may lead to algorithmic therapies that 
could benefit many individuals, ranging from therapies that 
alleviate the effects of degenerative diseases to enhancing 
the self-expression of those on the autism spectrum through 
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AI-generated content. In conclusion, the study of self-effects 
can help us understand this technology better; in doing so, we 
might better understand ourselves.
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