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Resumen

En lo que sigue, he intentado reproducir la conferencia inaugural del X Symposium Grafi-
ca_gp, que tuvo lugar en Barcelona el pasado 4 de septiembre de 2024. Partiendo de mis
notas, he mantenido en parte el tono informal de la charla, lo que espero no importe al lec-
tor. He aprovechado la revisién, no obstante, para reordenar algunas secciones e introducir
aspectos tedricos que, por una cuestién de tiempo, se quedaron en el tintero aquel dia.
Aporto de este modo alguna novedad a los que asistieron a la charla, publico al que estoy
muy agradecido, asi como a toda la organizacion del simposio, en especial a Francesc
Morera, companero de fatigas muchos afios en la Escola d’Art i Disseny de Terrassa, que
me presento en aquel acto y moderd las reflexiones finales con el publico. Muchas gracias.
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ABSTRACT

In the following text, | have tried to reproduce the opening conference of the X Symposium
Grafica_qgp, which took place in Barcelona on September 4, 2024. Based on my notes, |
have partly maintained the informal tone of the talk, which | hope does not matter to the
reader. | have taken advantage of the review, however, to reorder some sections and intro-
duce theoretical aspects that, due to a question of time, were left out that day. In this way
| bring some news to those who attended the talk, an audience to which | am very grate-
ful, as well as to the entire organization of the symposium, especially Francesc Morera, a
companion for many years at the School of Art and Design of Terrassa, who introduced me
at that event and moderated the final reflections with the audience. Thank you very much.
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Introduccién

Como se vera en las siguiente lineas, la investiga-
cion sobre el impacto de la inteligencia artificial (I1A)
en el disefio, y especificamente en el disefio grafi-
co, asi como su incorporacion a los planes de es-
tudios de los ciclos formativos y las universidades,
es ya no fundamental sino urgente. Hace algunos
aflos empecé de forma experimental a introducir
las primeras herramientas de |IA generativa en la
docencia que impartia en la Escola d’Art i Disseny
de Terrassa. Pese a estar mas interesado en la
linguistica cuantitativa, sobre la que versé mi te-
sis doctoral (Hernandez-Fernandez, 2014), y en el
estudio de las leyes linguisticas, que son las regu-
laridades estadisticas que muestran los sistemas
de comunicacién (véase para una revisién termi-
nolégica Hernandez-Fernandez y Ferrer-i-Cancho,
2023), que en los llamados Grandes Modelos de
Lenguaje (en inglés, Large Language Models o
LLM, en sus siglas), me inicié antes trasteando
los primeros modelos de |A generativa de imagen,
como docente de una escuela de arte y disefo,
que en los LLM. Aunque no fue hasta la llegada de
DALL-E-2, Midjourney y la popularizacion de los
modelos de Stabble Diffusion, a inicios de 2022,
todos ellos sistemas de |A generativa de imagen,
y en especial, posteriormente, con la irrupcion de
ChatGPT, a finales de noviembre de 2022, cuando
resulté evidente que las tecnologias de IA genera-
tiva habian llegado para quedarse y, es mas, para
ser disruptivas tanto en el disefio como en la edu-
cacion, y en toda la sociedad.

Los retos son multiples, desde la perspectiva
profesional del disefio y desde la educacion. Y,
por supuesto, a nivel social y ético. Mi idea aqui
es proporcionar materiales para la reflexion y, tam-
bién, por qué no, provocar un poco: que se entien-
da la necesidad imperiosa de que los profesiona-
les del disefio investiguen en las areas emergentes
de interrelacion entre el disefio y la inteligencia ar-
tificial en general, no solo la IA generativa. Pero sin
descuidar la reflexion ética y el cumplimiento de la
legislacion y las regulaciones que ya van llegando,
al menos en Europa.

Voy a empezar con un preambulo que suelo
hacer en las presentaciones sobre inteligencia ar-
tificial. Me referiré a lo que muy bien ha apuntado
el filésofo malaguefio Antonio Diéguez en varios
lugares (bien desarrollado en Diéguez, 2024): hay
muchos falsos topicos sobre la tecnologia que
conviene revisar. De ellos conviene librarse, antes
de cualquier reflexion sobre las herramientas tec-
noldgicas, como es el caso de la |A.

El primero es el de la deshumanizacién. La idea
de que la tecnologia “nos deshumaniza” cuando,
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segun las investigaciones paleontoldgicas, y la
propia definicion del género Homo, la tecnologia
es un rasgo inherente a nuestra esencia (Ortega y
Gasset, 1933), propio de la especie humana, des-
de el Homo habilis o incluso quiza desde el Aus-
tralopithecus (Hernandez-Fernandez, 2019). ;No
disefiaban nuestros ancestros, desarrollaban téc-
nicas y construian objetos, como parte de sus ca-
pacidades cognitivas? De hecho, yendo mas alla
Carbonell y Sala (2002) lanzan una hipotesis trans-
humanista’ méas potente: ain no somos humanos.
Lo seremos cuando la biologia nos libere de todo
aquello que ahora debemos hacer mediante la bio-
logia, forzosamente. Por ejemplo, parir. La creacion
de un Utero artificial, bajo esta hipotesis fuerte, nos
haria mds humanos.

El segundo falso mito de la tecnologia es su
supuesta neutralidad. Aquello de que la tecnolo-
gia no es ni buena ni mala, sino que depende de
como se use. El contraejemplo de las bombas de
racimo puede bastar para mostrarnos la existen-
cia de artefactos perversos, o directamente mal-
vados. ¢ Puede haber también disefios malvados?
Pensemos en el “Arbeit match frei”, el trabajo os
hara libres, que rezaba en la entrada de muchos
campos de concentracion nazis.

Y, por ultimo, tenemos el determinismo tecno-
l6gico, o la idea de la falsa autonomia de la tec-
nologia, de que los avances técnicos sucederan
seguro: a pequefia escala se podria traducir en el
topico de que si no lo haces tu, lo hara otro. Y esto
pasa mucho a nivel profesional. Como si no tuvié-
semos nada que decir, tanto desde la perspectiva
de la ética profesional, de los cédigos deontold-
gicos, como desde la legislacion o la regulacion.
Podemos y debemos intervenir. Para eso estan los
mecanismos de intervencion politica y social. Por-
que no todo lo posible debe realizarse.

Pensar en la IAy el disefio nos invita primero a
reflexionar sobre el propio proceso de disefio. En
la Tabla | se resumen sus fases segun un enfoque
propio (Hernandez-Fernandez, 2015), evoluciona-
do de la concepcién lineal del disefio de objetos
de Bruno Munari (2002), y un sucinto apunte cons-
tructivo sobre la posible influencia de la IA en cada
una de las fases del disefio.

Pero el usuario habitual mediante la IA gene-
rativa se salta todos los pasos de la tabla I, todo
el proceso de disefio: la IA le da un producto fi-
nal partiendo de unas simples instrucciones que
introduce segun un problema de partida, o una

1. ¢O posthumanista? Para un debate terminolégico amplio so-
bre ambos conceptos véase Diéguez (2017) o la obra polifénica
editada por Cortina & Serra (2015).
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Fase del disefo

Descripcion breve

Influencia de la IA

Conceptualizacion
(Briefing)

Se identifica el problema, se recoge la informa-
cion inicial del cliente si es el caso, los objeti-
vos del proyecto y las necesidades especificas
del disefio, pensando ideas propias originales
o redisefiando planteamientos existentes.

La IA puede ayudar tanto a plantear como a buscar problemas inte-
resantes, analizando el mercado, a generar ideas iniciales a través de
herramientas de generacion de texto, imagen o video, que interpretan
los enfoques propios del disefiador, los requisitos del cliente, y pue-
den sugerir perspectivas creativas.

Modelizacion

Se desarrollan esbozos, modelos, planos y
representaciones, asi como maquetas o proto-
tipos, para visualizar cémo seran los elemen-
tos a desarrollar.

La IA puede crear modelos graficos basados en bocetos, generando
multiples variaciones de disefio rapidamente. Herramientas de IA ge-
nerativa de video e imagen pueden crear propuestas visuales a partir
de meras descripciones textuales.

Desarrollo

Se crean y construyen los elementos finales,
tanto a nivel grafico (pueden incluir imagenes,
logos, tipografia y otros componentes visuales)
como fisico (maquetas, prototipos...), median-
te pruebas y ensayos técnicos.

La IA puede automatizar tareas repetitivas, como el disefio gréafico de
multiples versiones o variantes, la optimizacién de colores o ajustes
de layout, y puede generar graficos complejos e infografias de forma
eficiente. La IA puede sugerir metodologias constructivas y técnicas
de prototipado, y usarse en la fabricacion digital.

Presentacion publica

Se adapta el disefio para su distribucion final
en diversos formatos y plataformas, incluyen-
do campanas publicitarias o los requerimien-
tos del cliente, si es el caso.

La IA puede ayudar a la elaboraciéon de memorias técnicas, videos y
presentaciones, en multiples lenguas, asi como a optimizar el disefio
para distintos canales de distribucién, generando automaticamente
adaptaciones para medios impresos, digitales o redes sociales.

Tabla I. Fases del disefio e influencia de la IA.

pregunta (en inglés, el ‘prompt’). Un producto final
que puede ser mas o menos elaborado, que puede
mejorarse precisamente revisando las érdenes, o
dando feedback a la maquina a partir del resultado.
Bueno, de hecho la potencia de la IA generativa es
que no sélo te da un producto final: te puede dar
miles de productos finales de los cuales tu cliente,
o tU, elegis uno. Detras de tu eleccion puede estar
tu deseo, simplemente tus gustos personales, o
haber un arbol técnico de decisiones programado,
con un entrenamiento de datos, etc.

Esto plantea muchos retos. Porque las aplica-
ciones actuales de IA generativa, lejos de ser una
cosa muy complicada, son ademas faciles de uti-
lizar. Como los buscadores de internet, o lo que
logré Windows en los albores de la popularizacién
de la computacion. La potencia que tuvo la version
de ChatGPT que salié al mercado en noviembre
de 2022 fue la sencillez del disefio de su interficie.
No es que no existieran chatbots de ese estilo, un
poco peores en capacidad computacional: habia
muchos, pero no eran tan amigables y, dejémonos
estar, las comparnias que habian detras no hicieron
tanta propaganda, ni tuvieron tan pocos escrupu-
los a la hora de entrenar sus sistemas con datos
sin respetar la legislacion sobre propiedad intelec-
tual, ni la privacidad de las personas (Véliz, 2020).
Otras plataformas de |IA generativa en aquel mo-
mento, como Midjourney para la creacion de ima-
genes, se usaron menos en un principio porque su
uso, a través de Discord, era mas complejo.

Asi, irrumpieron en el mercado decenas de
aplicaciones gratuitas faciles de usar, con gran-

des tecnoldgicas detras, avidas de interacciones y
datos. Auténticos buitres de datos, los denomina-
ria Carissa Véliz (Véliz, 2020). Algunos recordaron
la maxima de que cuando algo es gratis es que
igual tu eres el producto. Los politicos y legisla-
dores tardaron en reaccionar, en todos los secto-
res. El sistema es de respuesta lenta. Sin embar-
go, ya alerté Mario Bunge en su célebre discurso
de Haifa de 1974, en el que por cierto acufié el
término tecnoética, que los instrumentos son mo-
ralmente inertes y socialmente irresponsables.
Por tanto, cuando actiian como instrumentos, los
profesionales y los legisladores rechazan asumir
sus responsabilidades (Bunge, 2019), es decir, se
convierten en irresponsables. Es algo que no de-
beriamos permitir, ni permitirnos.

¢Se diluye el diseio humano?

Entre el ludismo y la tecnofilia acritica hay un am-
plio abanico de posibilidades. La IA va entrando en
la sociedad. {Me quedaré sin trabajo? Es la gran
pregunta que se hace mucha gente. ; Me mandara
el paro como disefiador la IA? ; Como influye la 1A,
y otras tecnologias, en el mundo laboral?

En el ambito académico, sin ir mas lejos, la
mayoria de revistas cientificas estan prohibiendo
que se hagan revisiones por pares de forma au-
tomatica con ChatGPT u otros Large Language
Models. i Podemos augurar un futuro préximo en
el que los investigadores escriban con lalAy, a su
vez, los articulos los estén revisando maquinas?
¢ Es esto admisible? ;Dénde queda el rol huma-
no? No quiero ser malo, pero hoy se entregaron
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los premios a los articulos mas visitados y des-
cargados de Grafica y Questiones Publicitarias.
Si algun autor hubiera querido ganar el premio,
podria haber metido un bot para generar visitas y
entradas a la web, y habria ganado el premio. Exis-
te el uso fraudulento de la tecnologia, y el mundo
académico no esta libre de ello.

En el mundo del arte y el disefio, en general,
hay debate estos ultimos afios. Desde que Boris
Eldagsen gand el premio de creatividad en los
Sony World Photography Awards 2023 con una
imagen generada con IA?, lo que reconocio tras
renunciar al galardén, muchos premios y jurados
han revisado las bases de muchos concursos,
prohibiendo explicitamente el uso de herramien-
tas de IA. Pero puede haber personas que estén
ganando concursos de carteles, de generacion de
logotipos, de creacién artistica o literaria, usando
estas herramientas. Habra gente honesta que re-
conocera su uso, pero otros no lo haran. Y a veces
el impacto sera mayor en el mundo amateur que
en el profesional, porque hay menos control, como
sucede con el dopaje en el deporte amateur.

Cuando estudiaba linguistica, a principios de
siglo XXI, ya habia generadores automaticos de
poemas. Pero aquello era el Pleistoceno de estas
tecnologias de generacién textual: los resultados
que dan los LLM actuales, bien entrenados e in-
terrogados, son de una calidad que hacen indis-
tinguibles los textos de los creados por humanos.
Se habla de la superacion del test de Turing, de
la muerte del autor, de la vuelta al surrealismo de
Breton, Duchamp o a los postulados de Barthes
(1968). ¢Es importante el autor? ;Es importante
quién crea? ;0 soélo cuenta el receptor y el impac-
to social, el resultado final?

Habia disefiadores que se estaban ganando la
vida mandando sus disefios a internet y cobran-
do un poco de dinero, segun las descargas de
sus creaciones. Apenas unos céntimos por obra,
pero si la descargaba mucha gente, pues tenian
una manera de, por lo menos, tener una fuente de
ingresos paralela a los proyectos del estudio de di-
sefo, y pagarse asi el autbnomo o algunos gastos.
Con la irrupcion de la IA generativa de imagen, los
artistas se quejaron en las redes mandando miles
y miles de simbolos graficos con la IA tachada,
como protesta para denunciar el nuevo escenario,
ante la pérdida de parte de su modelo de negocio:
si se suben miriadas de fotografias, de imagenes,
de disefios artificiales a la web, el disefio manual,
artesanal, queda diluido en la masa y la probabi-

2. Véase al respecto la web del autor: https://www.eldagsen.com/
sony-world-photography-awards-2023/
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lidad estadistica de que alguien escoja y se des-
cargue ese disefio manual baja muchisimo. El que
juega con la IA 'y crea miles de disefos, tiene ven-
taja y diluye a lo infinitésimo el disefio humano.

Los argumentos de Chiang

El escritor de ciencia ficcion Ted Chiang publicé un

articulo de reflexion muy recomendable, porque

tiene muchisimas aristas y muchas lecturas, en el
que argumenta por qué la IA no puede hacer arte

(Chiang, 2024). Discrepo un poco con Ted Chiang,

que por otra parte me encanta como escritor de

ciencia ficcion, e intentaré dar algunos contraargu-
mentos luego. En alglin caso son argumentos so-
bre los que otros pensadores ya han reflexionado
con anterioridad (ver tabla Il). Lo que podriamos
bautizar como los argumentos de Chiang, sobre
por qué la IA no puede hacer arte, serian los si-

guientes, en resumen (Chiang, 2024)2:

1. Argumento de las microdecisiones en la géne-
sis del arte. El arte implica tomar muchas de-
cisiones. Chiang argumenta que el arte, como
también el disefo, requiere tomar miles de pe-
quefias decisiones conscientes e inconscien-
tes. Seguin Chiang la IA solo toma decisiones a
partir de promedios estadisticos o imitaciones
de datos existentes, lo que en su opinién ge-
nera resultados predecibles y poco originales
(punto 5).

2. Argumento de la falta de intencionalidad. El
arte, segun Chiang, no solo consiste en gene-
rar una obra como hace la IA, sino en tener la
intencion de comunicar algo. Las IAs no tienen
emociones ni deseos, por lo que no pueden
usar el lenguaje o el arte de manera intencional
ni significativa.

3. Argumento del proceso y el esfuerzo. El proce-
so es parte del arte y requiere esfuerzo. Chiang
sefiala que el proceso artistico y la creatividad
involucran tanto inspiracién como trabajo. La
IA puede generar una gran cantidad de con-
tenido con relativamente poco esfuerzo, pero
esto mina la relacion entre el esfuerzo y el valor
artistico, segun Chiang.

4. Argumento de la inteligencia general y la efi-
ciencia. Hay limitaciones en la habilidad actual
de la IA para aprender nuevas habilidades. Asi,
aunque programas como AlphaZero pueden
dominar un juego como el ajedrez, requieren
una cantidad masiva de datos para hacerlo.
Esto contrasta con los humanos, que pueden
aprender nuevas habilidades con mucha mas

3. La sintesis y el nombre de cada argumento son propios, no
se explicitan ni denominan asi en el articulo de Chiang (2024).
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eficiencia, algo fundamental para el proceso
creativo segun Chiang.

5. Argumento de la generacion de contenido sin
originalidad. La |A no es creativa sino meramen-
te generativa. La IA fomenta la creacion artistica
o textual sin el esfuerzo humano (punto 3), lo
que deshumaniza la creacion artistica y reduce
la originalidad en los resultados. Para Chiang los
resultados de la IA son poco originales, no son
creativos debido al mecanismo automatico de
generacion de elementos que realiza.

Vayamos por partes, con algun contraargu-
mento, para la reflexién y la investigacion transdis-
ciplinar futura. Porque la teoria del disefio es mas
necesaria que nunca.

a. La IA puede programarse para tomar micro-
decisiones complejas. Aunque las decisiones
de una IA se basan en la programacion, en el
software, y en el entrenamiento con datos pre-
vios (origen de sesgos, entre otros problemas),
puede argumentarse que la sofisticacion de
los algoritmos permitira que tomen microdeci-
siones mas matizadas en el futuro, emulando
procesos creativos humanos, paso a paso.
Sin duda es un tema interesante de estudio,
que arraiga en las propias definiciones sobre
la génesis del arte (Davies, 2007). En el caso
de la IA, no se trataria del andlisis del llamado
prompting* sino de lo que podriamos llamar
el ‘microprompting’, las microdrdenes gene-
radoras que nos conducirian al estudio de la
propia explicabilidad de la IA, algo éticamente
fundamental (Floridi et al., 2018). Por otra par-
te, ¢tenemos ya los conocimientos desde la
neurociencia para saber como se toman esas
microdecisiones humanas (Herd et al., 2021)?
¢ Seria exportable a la maquina? ¢Serian atri-
buibles esas microdecisiones a la IA, o al pro-
gramador de la misma?

b. Intencion en el uso humano. Si bien la IA no
tiene emociones ni intenciéon, como no la tie-
nen los objetos inertes (Searle, 1983), puede
simularlas, y el humano que la usa si puede
tener la intencién de comunicar algo a través
de ella, en un ejemplo de intencionalidad tec-
nolégicamente mediada. El uso de IA como
herramienta refleja la intencionalidad humana
en el prompting, la seleccion y modificacion
de resultados generados. De hecho separar la
tecnologia de su uso puede ser torticero, ali-
mentando el falso mito de la autonomia de la

4. Para una revision terminoldgica, véase Hernandez-Fernandez
y Ferrer-i-Cancho (2023).

tecnologia (Diéguez, 2024). La intencionalidad
y la responsabilidad del uso de las tecnologias
deben recaer siempre en humanos que deben
asumir las consecuencias de sus usos. La tec-
nologia no es auténoma (si es automatica es
porque hay algun programador detras), pero
su uso y resultados si pueden impactar y emo-
cionar al receptor comunicativo, algo que ha
pasado desde los origenes del arte algoritmico
(Nake, 2012).

Optimizacion y valor social del esfuerzo. El arte
a menudo requiere esfuerzo, y se suele valo-
rar socialmente. La tecnologia puede liberar a
los artistas de tareas tediosas, permitiéndoles
concentrarse en decisiones creativas de alto
nivel sin sacrificar valor artistico. De hecho, si
pensamos en otras tecnologias involucradas
en la creacién artistica, pocas veces se suele
plantear como reducen el esfuerzo creativo las
tecnologias utilizadas. Como sucede, por ejem-
plo, con las camaras, ¢,0 alguien se plantea que
una pelicula tiene menos valor porque no se ha
pintado a mano cada fotograma? Por otra par-
te, la IA requiere actualmente un gran ‘esfuerzo’
econdmico, pues implica un gasto energético
no desdefable (Crawford, 2021). La IA puede
ayudar a la creacion artistica, democratizando
el arte precisamente al disminuir el esfuerzo
técnico necesario, o permitiendo la colabora-
cion social (Hernandez-Fernandez, 2023).
Mejora en la eficiencia del aprendizaje de la IA.
Aunque plantea grandes dificultades, a medi-
da que el sector tecnoldgico evolucione, las IA
seguramente seran mas eficientes, tanto en
sus capacidades (Bostrom, 2014), como en el
consumo de agua y recursos energéticos, y en
lo referente al impacto ambiental y social (caso
del caso de la explotacion laboral de personas
para el etiquetado de datos), aunque ahora
claramente no lo son (Crawford, 2021). Tam-
bién podrian aprender nuevas tareas con me-
nos datos, acercandose a la forma en que los
humanos aprendeny a la IA general, uno de los
retos actuales (Lépez de Mantaras, 2023). Esto
podria permitirles ser mas versatiles, acercarse
a la llamada superinteligencia (Bostrom, 2014),
y por tanto ser mas “eficientes y creativas” en
el sentido de Chiang. De hecho, relacionado
con los argumentos 3 y 4 de Chiang, con la
cuestion del esfuerzo y la eficiencia, un tema
que si parece fundamental ahora es reflexionar
sobre el enorme gasto energético y el impacto
ambiental de la |IA (Crawford, 2021).

Valor en la creacidn colaborativa y de la sinergia
humano-maquina. La A, como otras tecnologias



m documents de disseny grafic
m documentos de disefio gréfico

m jounal of graphic design

CAPER

270

Inteligencia
artificial y disefio

Argumentos de Chiang (2024)

Contraargumentos

Referencias

1. Argumento de las microdecisiones en la génesis
del arte: El arte requiere miles de microdecisiones,
algo que la IA no puede hacer con la misma creativi-
dad, ya que se basa en promedios y datos existen-
tes, resultando en falta de originalidad.

Las IA pueden ser programadas para tomar decisiones cada vez mas
matizadas, lo que podria emular procesos creativos humanos a través
del “microprompting”. Se ird ahondando en su explicabilidad. Ademas,
tampoco esta claro todavia como se toman las microdecisiones huma-
nas a nivel neurolégico.

Davies (2007), Floridi
et al. (2018), Robbins
(2019), Herd et al.
(2021)

2. Argumento de la falta de intencionalidad: La IA no
tiene emociones ni deseos, y no puede comunicar
de manera intencional, mientras que el arte humano
busca expresar algo concreto.

Aunque la IA no tenga intenciones, el humano que la usa si las puede
tener, lo que se refleja en las instrucciones, la seleccion y modificacion
de los resultados generados. La tecnologia no es auténoma, pero su
uso y resultados si pueden impactar al receptor comunicativo.

Searle (1983), Nake
(2012), Diéguez
(2024)

3. Argumento del proceso y el esfuerzo: El proceso
artistico es valioso y requiere esfuerzo. La IA, al no
pasar por un proceso creativo con esfuerzo, desvalo-
riza el resultado artistico.

La tecnologia puede liberar a los artistas de tareas tediosas, permitién-
doles concentrarse en decisiones creativas de mayor nivel y demo-
cratizar el arte, valorizandolo. Muchas otras tecnologias han reducido
el esfuerzo artistico sin disminuir su valor. La IA requiere un ‘esfuerzo’
econémico, pues implica un gasto energético no desdefable.

Crawford (2021),
Hernandez-Fernan-
dez (2023b)

4. Argumento de la inteligencia general y la eficiencia:
La IA requiere grandes cantidades de datos para
aprender nuevas habilidades, mientras que los huma-
nos aprenden con mas eficiencia.

La IA se volvera mas eficiente en el futuro, tanto en sus capacidades

y en su aprendizaje como en su consumo energético y recursos. Ade-
mas, a medida que la IA evolucione, podria aprender con menos datos
y mejorar su versatilidad.

Bostrom (2014),
Lépez de Mantaras
(2023), Crawford
(2021)

5. Argumento de la generacién de contenido sin
originalidad: La IA no es creativa sino generativa,
genera contenido a partir de datos existentes, lo
que reduce la originalidad y deshumaniza el proceso
creativo.

La creacién colaborativa entre humanos e IA, como con otras tecnolo-
gias, enriquece el proceso artistico cocreativo, enfocando el esfuerzo
humano en tareas de alto nivel. El arte humano también se ve influido
por la cultura previa, de manera similar a cémo la IA se entrena con
datos.

Wingstrém et al.
(2024), Fontcuberta
(2024), Davies (2021)

Tabla Il. Argumentos de Chiang (2024) sobre porqué la IA no puede hacer arte, y algunos posibles contrargumentos, con referencias a otros autores que han

reflexionado en parte sobre estos contraargumentos.

a lo largo de la historia®, facilita la creacion cola-
borativa entre humanos y maquinas (Wingstrém
et al., 2024). Asi el esfuerzo humano se centraria
en areas de mayor creatividad, mientras que la
IA manejaria tareas repetitivas o de complejidad
técnica, lo que podria enriquecer el proceso
creativo, dejando mas tiempo a los creadores y
fomentando la socializacion. Chiang indirecta-
mente cae en el topico de la deshumanizacion, y
ademas es muy discutible que el resultado que
da la IA no sea original, o al menos igual de ori-
ginal que las creaciones humanas que también
inevitablemente se han visto influidas por la cul-
tura en la que crecieron y aprendieron los artis-
tas. ¢ O el artista no se ha formado bajo el influjo
de otros, a hombros de gigantes, analogamente
a como la IA lo hace mediante el entrenamiento
con datos?

Pero, ¢puede entonces la |A ser creativa o es
meramente generativa? Es crucial revisar la defi-
nicion de creatividad, para lo cual hay que acudir
sin duda a los trabajos pioneros de Margaret Bo-
den, que en su dia defini6 tres tipos principales de

5. Véase el caso de la fotografia relatado y explorado por Joan
Fontcuberta (2024).

creatividad: combinatoria, exploratoria y transfor-

madora (Boden 1998, 2010). Sobre el rol de la IA al

respecto, nos resume (Boden, 1998:347):
Creativity is a fundamental feature of human in-
telligence, and a challenge for Al. Al techniques
can be used to create new ideas in three ways: by
producing novel combinations of familiar ideas;
by exploring the potential of conceptual spaces;
and by making transformations that enable the
generation of previously impossible ideas. Al will
have less difficulty in modelling the generation of
new ideas than in automating their evaluation.

Lépez de Mantaras (2013) en su analisis pos-
terior sobre la creatividad computacional revisa
y sintetiza los trabajos anteriores de Boden, asi
como el argumento de la falta de intencionalidad
de la maquina, clasicamente tratado en el argu-
mento de la sala china de Searle (1980), segun el
cual los programas informaticos soélo pueden rea-
lizar manipulaciones sintacticas de simbolos, sin
dar ninguna semantica.

Algo a evitar, que ha reiterado el propio Lopez
de Mantaras para el caso de la IA, es el antropo-
morfismo, al que tendemos los humanos en nues-
tra interaccién con los objetos. No podemos decir
que la IA alucina o siente, porque las que aluci-
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nan o sienten son las personas. De hecho, en su
conferencia de la pasada escuela de verano Al-
HUBS, el profesor Lépez de Mantaras, remarcaba
que la IA no es inteligente porque, para empezar,
no tiene conocimientos de sentido comun. Abun-
dé ademas en la necesidad, si se pretende llegar
a una IA general (o AGI, de sus siglas en inglés),
de que haya un embodiment, es decir, un cuerpo.
Quiza los disefadores graficos, y los disefiadores
en general, deben plantearse aumentar la cone-
xion de su trabajo con la corporalidad, que es un
terreno muy poco explorado, no aterrizar siempre
en el ambito visual, sino buscar la interacciéon con
el resto de sentidos. Se ha trabajado con el olfato,
y con otras modalidades sensoriales, pero es un
terreno poco transitado todavia, a investigar mas,
el disefio multimodal.

Aunque hay algunas exploraciones superficia-
les previas, en general sobre la historia de la IA
en su relaciéon con el disefio grafico o sobre sus
aplicaciones practicas y el impacto social en la
profesion (véase a modo de ejemplo Rezk, 2023;
Tomi¢ et al., 2023; Kaarata, 2018), los tedricos de
la comunicacion visual y el disefio grafico todavia
tienen mucho recorrido, pues es un terreno poco
explorado y en el que ademas se ha detectado
una preocupante falta de preparacién (véase la re-
visién de Matthews et al., 2023), empezando por
las escuelas de disefio, en las que los docentes
van aun a remolque. Hay algunas excepciones no-
tables, como la trayectoria y los trabajos de Joan
Fontcuberta en fotografia (Fontcuberta, 2024).

Los linglistas llevan tres afios locos revisando
los LLM, para ver como conectan estos (mal llama-
dos) grandes modelos de lenguaje con las teorias
linguisticas. Ha habido enconados debates sobre
si tienen sentido los modelos estadisticos y proba-
bilisticos, y pueden refutar aproximaciones previas,
como las promulgadas por Chomsky (Piantadosi,
2023). Se echa de menos, desde el disefio grafico
y la comunicacién visual, comparativamente, un
andlisis en profundidad de las implicaciones de la
IA generativa de imagen para las teorias del dise-
fo. Los retos profesionales son muchos, pero tam-
bién los académicos y los tedricos.

IA y disefio grafico: situacion y retos actuales

El 21 de agosto, estaba de vacaciones y me llegd
en X un tuit viral de @minchoi, publicado dos dias
antes (figura 1). En él se presentaba un hilo con
videos de ocho anuncios generados integramen-

6. Presentacion disponible en https://aihub.csic.es/wp-content/
uploads/2024/07/%C2%BFEs-realmente-inteligente-la-IA_-Ra-
mon-Lopez-de-Mantaras.pptx.pdf

@ Min Choi R
The future of ad is here.
Al commercials are happening already

8 wild examples:

Figura 1. Captura de pantalla de la imagen del tuit de @minchoi del 19 de agosto de
2024, que se hizo viral, en el que enlazaba 9 videos de anuncios publicitarios integra-
mente generados con IA.

te con IA, de diversas empresas multinacionales
archiconocidas (McDonald’s, Nike, Adidas...). Lo
que hace afos podian ser perspectivas ‘futuris-
tas’ del disefio, es ya una realidad. ;Estamos en
las escuelas de arte y disefio, en las facultades,
impartiendo el nivel de contenidos que permita a
nuestros alumnos realizar este tipo de trabajos?
¢Les estamos enviando en inferioridad de condi-
ciones al mercado laboral global del disefio?

Esto hay que explicarlo ya, hay que buscar que
nuestros alumnos salgan preparados como profe-
sionales para tener estas capacidades de utilizar
la IA en el arte y el disefio, en el disefio grafico.
Y a ser posible ensefiemos herramientas entrena-
das legalmente, de codigo abierto y que jueguen
limpio. Luego podemos criticar la calidad de las
imagenes generadas, de los de los logotipos o los
videos, pero hay ahi una realidad profesional ya
ineludible. Y, afadamos un cambio de paradigma
en el disefio publicitario: ¢para qué contratar mo-
delos si puedo generar personas, como se dice
ahora, random, aleatorias? Jovenes, mayores, de
diferentes etnias... Por otra parte, la tecnologia
democratiza, para quien tenga los conocimientos,
muchas posibilidades: un alumno que sale de una
escuela de disefio publica quiza no puede pagar
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Figura 2. Ejemplo de ejercicio basico de redisefio de un logotipo generado con Logomaster.ai. La aplicacion ofrece el resultado en
diversos contextos, habituales en los ejercicios planteados a los disefiadores graficos en formacion. Fuente: imagenes propias creadas

con la herramienta, prompting del autor.

modelos, pero si crearlos mediante su computa-
dora. Es una revolucién.

Puedes generar lo que quieras. Lo que necesi-
tes. Las grandes marcas, evidentemente, ya se han
subido al carro, desde el principio. En el directorio
de AIFINDY.com’ se pueden encontrar miles de
aplicaciones de |A generativa, casi para todo: ge-
neracion de texto, imagen, video, presentaciones,
voz, logotipos... Empezd habiendo unas cuantas,
ahora hay miles diferentes. Algunas estan basadas
en sistemas de codigo abierto y son gratuitas, otras
son de pago, y muchas freemium (hay algunas fun-
cionalidades libres, o se limitan los datos que se
generan, y se debe pagar por otras funciones).

Asi, por ejemplo, con SmashinglLogo o Logo-
master (figura 2) se pude crear en un momento
un logotipo que ademas se presenta en multiples
contextos (un negocio, camisetas...). Vamos, lo
que suelen pedir los docentes en clase de disefio
grafico. Un prompt, un clic, y ya ha hecho los de-
beres nuestro alumno.

Por tanto, el reto es enorme. No solo profesio-
nal, también educativo. El humano debe estar por
encima de la maquina. El humano debe estar por
encima de la tecnologia. Debe poner la tecnologia
a su servicio, tanto como profesional como ciuda-
dano. Y no al revés: no deberiamos ser nosotros la
carnaza de las empresas tecnoldgicas, los gene-
radores de datos que enriquecen a los poderosos.
La tecnologia debe ser un medio, no un fin en si
misma (Hernandez-Fernandez, 2024).

7. www.aifindy.com

Y en esta encrucijada, el conocimiento es la
clave. Sera el conocimiento que demos a nuestros
estudiantes y profesionales el que nos situara por
encima, o por debajo, de la tecnologia. El ejem-
plo que pongo habitualmente es el del corrector
ortografico. Si tu eres un hablante nativo en cata-
lan, castellano o inglés, y en tu lengua materna el
corrector ortografico te marca una palabra como
incorrecta, pero tu sabes que esta bien, no acep-
tas la correccion. Porque sabes que la maquina
se equivoca. En cambio, si no tienes ni idea de
aleman o de ruso, por ejemplo, y tras hacer una
traduccion automatica un corrector te indica un
error, lo corregiremos a pies juntillas® porque no
tenemos conocimientos suficientes para saber
que la maquina se equivoca.

¢ Qué debemos ensefiar en las escuelas? Todo
aquello perenne, los conocimientos y fundamen-
tos de la disciplina que no caducaran, que nos
permitiran situarnos por encima de la IA y detectar
sus errores. ¢Nos quedaremos como meros revi-
sores, correctores de la IA? Quiza. Pero el conoci-
miento, denostado por el pedagogismo new age,
pasa a ser crucial, si alguna vez no lo habia sido.

Debemos resignificar el rol docente (Prats et
al., 2024). Muchas tareas repetitivas, automatis-
mos Yy ejercicios que pediamos hacer a los estu-
diantes los va a hacer la maquina y, por tanto, tam-
bién lo podran hacer los clientes potenciales o los
usuarios. Cuando no habia impresoras en casa, la
gente tenia que ir a las empresas de artes graficas

8. El corrector me acaba de marcar “juntillas”, por ejemplo. Ni
caso: https://dle.rae.es/pie#AukQRhv
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para imprimir. En el momento en que la gente tie-
ne en casa herramientas para imprimir, y aparecen
herramientas sencillas de disefo, a nivel amateur
todo el mundo es capaz de crear un cartel basico
0 una tarjeta de visita. Y el profesional, entonces,
tiene que estar por encima. Ofrecer mas. Calidad
y oficio. Y maxime cuando la IA la llevamos ya en
el movil y las aplicaciones son muy faciles de usar.

(Re)definiendo la IA
La concepcion de la IA no es algo nuevo, del si-
glo XXI. Sin entrar en precedentes mitologicos,
que nos remontarian quiza al animismo del mito
hebreo del golem, ni en antecedentes clave en
la historia de la informatica como George Boole,
Ada Lovelace o Alan Turing, fue en 1956, en la
famosa conferencia de Dartmouth, cuando John
McCarthy acufi6 el término “Inteligencia Artificial”
(IA). Esta terminologia fue muy controvertida des-
de sus inicios. En 1957, Frank Rosenblat disefi6 la
primera red neuronal artificial, y en 1966 aparecio
ELIZA, el primer chatbot desarrollado por Jose-
ph Weizenbaum en el MIT. Este Gltimo sistema ya
incluia elementos de procesamiento de lenguaje
natural, pero obviamente muy alejados de la po-
tencia computacional actual y de la tecnologia de
los LLM.

¢De qué hablamos entonces cuando nos re-
ferimos a la inteligencia artificial? Me remito a las
definiciones de la comisién de la Unién Europea
(UE), de un High Level Expert Group, que en 2019
definié la IA como la capacidad de los ordenado-
res u otras maquinas para mostrar, o simular (muy
importante este matiz), un comportamiento inteli-
gente, en concreto (EU-HLEG, 2019):

Los sistemas de IA son sistemas de software

y hardware disefiados por humanos que, dado

un objetivo complejo, actuan en la dimension

fisica o digital mediante:

1. La percepcion de su entorno mediante la
adquisicion de datos.

2. La interpretacion de los datos estructura-
dos o no estructurados recogidos.

3. El razonamiento sobre el conocimiento a
su alcance, o el procesamiento de la infor-
macioén derivada de los datos.

4. Por ultimo, decidir cuales son las mejores
acciones a tomar para alcanzar el objetivo
dado.

Los sistemas de IA pueden utilizar reglas
simbdlicas o aprender modelos, y también
pueden adaptar su comportamiento.

Como nota interesante, esta definicion de la 1A
implica tanto la percepciéon del entorno como la in-

terpretacion, lo que denominaron razonamiento, los
expertos de la UE®. También se excluye de la defi-
nicién a los sistemas no disefiados por humanos,
¢no puede una maquina disefiar otra maquina?

A mi me gusta mas hablar de procesamiento de
informacion que de razonamiento, para evitar algo
muy comun hoy en dia, que comentabamos antes:
la antropomorfizacion de la IA. Porque la IA no razo-
na, ejecuta programas. Asi, finalmente, la IA decide
segun su programacion como actuar, las mejores
acciones a ejecutar segun los criterios de su pro-
gramacion. No su criterio, porque la |IA no lo tiene.

Por tanto, la misma definicion de la UE nos da
pistas de hacia donde se puede ir en investigacion
en |A desde el disefio, algo muy necesario: los
programas de los sistemas de IA aplicados al di-
sefio se deberian realizar basandose en las teorias
del disefio mas sodlidas. Aunque, bien pensado,
quiza traducir los modelos tedricos del disefio a la
maquina implica ser un colaboracionista de la au-
tomatizacion del disefio, y en consecuencia de la
potencial pérdida de empleos en el sector, ;0 no?

Sin embargo, la IA no es solamente la IA ge-
nerativa, de la que hemos hablado hasta ahora,
incluyendo tanto la IA generativa de imagen, la
IA generativa de texto, de video o de lo que sea.
Pensemos que la IA tiene también un componente
fisico, por ejemplo, en la robética o en el machine
learning, que va mas alla de la IA generativa, y que
contemplaban las definiciones y modelos de la UE
(EU-HLEG, 2019).

En mi opinion, una buena estrategia en este
momento de cambio, y en el futuro a medio pla-
zo, es aliarse con profesionales que trabajen en
informatica, y que estén explorando modelos de
vision artificial. Porque los disefiadores poseen el
conocimiento tedrico de la comunicacion visual
necesario para mejorar muchisimos modelos,
y no siempre tienen la destreza computacional.
Aunque, por otra parte, herramientas como los
LLM ya empiezan a permitir programar a los que
no saben: jno solo se ha democratizado el disefio
grafico! No obstante, no olvidemos que habra que
tener conocimientos para revisar lo que nos dé la
maquina, que aun se equivoca. Porque el conoci-
miento, en todos los ambitos y disciplinas, se ha
vuelto alin mas poderoso en la era de la IA.

Muchos informaticos que trabajan en IA estan
actuando por fuerza bruta computacional, gastan-
do muchos recursos. El impacto ambiental de la
IA generativa no es nada desdefable, asi como

9. Para mas detalle consultar: https://digital-strategy.ec.europa.
eu/en/library/definition-artificial-intelligence-main-capabilities-
and-scientific-disciplines
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Figura 3. Proyecto Cartografia de la IA Generativa del Taller Estampa (Creative Commons BY Taller Estampa). https://tallerestampa.com/

es/estampa/cartografia-de-la-ia-generativa/

su impacto social. Una muestra espectacular del
mismo es la infografia que ha desarrollado el taller
Estampa, en su proyecto “Cartografia de la IA ge-
nerativa”, que he tenido el placer de traducir al ca-
talan (figura 3). No os metais mucho con el tamafio
de las tipografias, o con la paleta cromatica, que
os conozco. Como es una propuesta en abierto,
se admiten mejoras, por supuesto, pero si la im-
primis en A0 podréis disfrutarla mejor.

El trabajo del taller Estampa se fundamenta en
estudios previos, bien pormenorizados en el “Atlas
de la IA” de Kate Crawford (Crawford, 2021), que
comentaremos posteriormente. La IA gasta mu-
chos recursos energéticos y, seguramente, la de-
mocratizacion de la IA llegara de la mano -y ese es
otro reto que tenemos encima- de optimizar todos
los sistemas involucrados, de aprender a reducir el
consumo de recursos humanos y naturales. Y para
optimizar los sistemas hace falta conocimiento ex-
perto. Los informaticos no tienen todo el conoci-
miento experto de las areas en las que programan,
en este caso del disefio grafico, pero tampoco de
los modelos de lenguaje. Asi como la linglistica
cuantitativa deberia impactar mas en el redisefio

de los sistemas y aplicaciones de LLM (Hernandez-
Fernandez y Ferrer-i-Cancho, 2023), lo mismo de-
beria suceder con las teorias del disefio y los siste-
mas de generacion de imagen y video artificial.

En definitiva, os animo a que busquéis esas
alianzas. Y lo mismo en robdtica o en otros siste-
mas, como el internet de las cosas, en los que los
algoritmos basados en IA se estan introduciendo
con velocidad.

Algunos apuntes tecnoéticos

Haré referencia a cuatro personalidades para mi
relevantes a nivel conceptual en este tema, dos
hombres y dos mujeres, que ya han aparecido
previamente: Mario Bunge, Kate Crawford, Ramoén
Lépez de Mantaras y Carissa Véliz.

Mario Bunge, para mi, ha sido un mentor y
todo un referente en las reflexiones filoséficas y
tecnoéticas, y de lo que implica el uso de la tecno-
logia en general, y de la informatica en concreto,
en la sociedad. Bunge no es demasiado conocido
en general en el ambito filoséfico. Su Treatise de
filosofia es aun una obra poco analizada, aunque
deberia ser fundamental en el pensamiento con-



275

Antoni Hernandez-Fernandez

W documents de disseny grafic
m documentos de disefio gréfico

m jounal of graphic design

CAPER

temporaneo. Como muestra, Bunge apenas apa-
rece citado en obras recientes sobre filosofia de la
tecnologia, como la de Antonio Diéguez (Diéguez,
2024), y sospecho que podria deberse en este
particular a alguin mensaje que le envié a través de
las redes sociales. Bunge ha quedado apartado
de los planes de estudio de filosofia en general,
y de filosofia de la tecnologia, en concreto. Tuve
el placer de editar una de las Ultimas obras que
hizo (Bunge, 2019), la primera en catalan junto con
el Diccionario Filosdfico que durante afos tradujo
Alfons Barcel6 (Bunge, 2017).

Como decia al inicio, Bunge acund el término
tecnoética justo hace unos 50 afos, en su célebre
conferencia de Haifa (1974). Posteriormente abun-
daria en el asunto, y en 1985, ya argumenté que la
filosofia de la tecnologia era una disciplina subde-
sarrollada (Bunge, 2019). No sé cémo andamos en
aspectos filosoficos de la teoria del disefio, pero
me temo que aun necesitemos avanzar en los fun-
damentos de esta subdisciplina. Y es curioso, por-
que la tecnologia ha llegado a un punto en el que
cuando ha mirado a las humanidades, ha echado
la vista atras a ver dénde estaban las humanida-
des, en muchos aspectos, axiolégicos, éticos, et-
cétera, ha visto que quedaba mucho trabajo por
hacer. Quiza la filosofia, en general, ha estado
mas enfrascada en disputas entre escuelas que
en promover avances en la filosofia aplicada. Por
tanto, que no cunda el panico, tenemos retos de
investigacion pendientes, muy interesantes, en la
filosofia del disefio, o en la filosofia de la ingenieria,
como me insiste muchas veces Cristina Simarro,
compafera en la UPC. Sobre todo en aspectos
relacionados con la terminologia, las definiciones
clave, empezando por la tecnosemiética (Hernan-
dez-Fernandez, 2021).

Del profesor Lépez de Mantaras también reco-
miendo dos obras divulgativas sobre IA: la prime-
ra, escrita junto con Pedro Meseguer, es una breve
edicién del CSIC, en la que se explican los fun-
damentos de la disciplina, y donde ambos argu-
mentan cémo la IA estd muy lejos de poseer una
inteligencia artificial general (Lépez de Mantaras y
Meseguer, 2017). Esta obra es algo técnica, pero
justo desde este mes Cossetania ha traducido al
castellano, bajo su sello Lectio, un libro mas di-
vulgativo, que salié primero en catalan, “100 co-
sas que hay que saber sobre inteligencia artificial”
(Lopez de Mantaras, 2023). Realmente es muy re-
comendable, y alli los lectores tienen 100 pildoras
mediante las que Lépez de Mantaras revisa la his-
toria, las aplicaciones y el impacto social, presente
y futuro, de la IA. Aprenderan mucho, sin duda, de
temas en los que no puedo extenderme aqui.

Junto con otros investigadores pioneros en la
investigacion sobre IA del CSIC, Lépez de Man-
taras promovi6 la Declaracion de Barcelona en
2017, para un uso ético de la IA™. En ella se apun-
tan seis principios clave para el desarrollo y uso
adecuado de la IA en Europa (lIIA-CSIC, 2017):
prudencia, fiabilidad, rendimiento de cuentas, res-
ponsabilidad, autonomia limitada y no prescindir
del humano. Lamentablemente, la primera en la
frente, el principio de prudencia quiza sea de los
primeros que se saltan las grandes corporaciones
tecnoldgicas con la introduccion descontrolada de
sus aplicaciones.

Pongamos un caso médico. Imaginemos que
un dermatdlogo, yo que tengo muchos lunares,
usa un sistema como el que ya hay en algunos
hospitales, para mirarme mis pecas y ver si algu-
na, ya que tengo algun antecedente familiar de
melanoma, tiene mala pinta y podria evolucionar
en un futuro cancer. La maquina puede analizar
variaciones que el ojo humano de un médico no
puede discernir. Pero el médico puede diferenciar
algo tan tonto como que, no sé, en un momento
dado, resulta que vengo de la playa, antes de ir
al dermatdlogo, no me he duchado bien y queda
un poco de arena en mi piel. La maquina podria
equivocarse, detectaria la arena como un tumor a
extirpar, cuando lo Unico que debo hacer es frotar-
me para quitarme la arena de la piel.

Légicamente debe haber un médico respon-
sable ahi, que corrobore, en un momento dado si
es un tumor o no lo que tiene delante: rol humano,
responsabilidad, rendimiento de cuentas. Gene-
ralmente la sinergia del médico mas la |IA supera a
la 1A'y al médico por separado. La IA puede mirar,
escrutar aquellos tumores inferiores a la capaci-
dad resolutiva del ojo, pero el humano aporta algo
tan trivial como crucial: el sentido comun y la ex-
periencia corporal y sensorial con el mundo.

Kate Crawford va algo mas alla del rol huma-
no: nos sitla en el rol social. Contra el falso mito
de la autonomia de la tecnologia, en su Atlas de
la 1A, otro libro que recomiendo (Crawford, 2021),
Crawford nos invita a la accién social. Discute que
la IA no es ni inteligente ni artificial, abundando en
un conflicto terminolégico del que ya fue cons-
ciente McCarthy en Darmouth (1956) al acufar el
término. Es un argumento conocido, clasico, en
el sentido de que la IA no es inteligente porque
no hay todavia una inteligencia artificial general,
como la humana; ni artificial, porque tras la apa-
riencia de las aplicaciones de IA actuales hay mu-

10. Véase https://www.iiia.csic.es/barcelonadeclaration/



m documents de disseny grafic
m documentos de disefio gréfico

m jounal of graphic design

chas personas trabajando o cediendo sus datos.

Su lectura me recordd a un profesor mio de
linguistica, ya fallecido: Jesus Tusén. El profesor
Tusén en una de sus épicas clases nos hablaba
de la semantica de las palabras, y de como el so-
breuso de un adjetivo podia vaciar de contenido
su significado, en algo que investigaria luego, per-
sonalmente, desde la linglistica cuantitativa: las
palabras mas conectadas en un sistema linguisti-
co tienden a ser palabras funcionales, con menor
numero de significados, y con mayor relevancia
sintactica. Asi, la palabra inteligente ya se estaba,
hace veintipico afos, sobreutilizando. Jesus Tu-
sén nos puso de ejemplo, en aquella clase del afio
2000, como conservo en mis notas: “Por ejemplo,
el adjetivo inteligente. Ciudad inteligente, bomba
inteligente. A este ritmo la palabra inteligente aca-
bara siendo un insulto o no significando nada.”

Cuando entramos en una sala como ésta re-
conocemos objetos, caras, voces, nos acordamos
quiza de algunos nombres, y poseemos ademas
un conocimiento heuristico, sensorial y multimo-
dal, relacionado con este cuerpo, con este em-
bodiment, que todavia la IA no tiene. Crawford
desmenuza la no artificialidad de la IA cuando des-
nuda la voracidad de datos humanos intrinseca a
su entrenamiento y funcionamiento, y como estos
datos estan etiquetados por personas de forma
manual, personas a menudo explotadas en paises
en vias de desarrollo. El impacto social, global y
ambiental del atlas de la IA es contundente: la IA
es un registro del poder (Crawford, 2021). Es una
tecnologia muy estractivista, de consecuencias
nefastas sobre el planeta y la salud humana si no
se actua pronto, en una tormenta perfecta promo-
vida por la alta demanda tecnoldgica y la nece-
sidad imperiosa del neoliberalismo capitalista de
aumentar la productividad, a toda costa. La figura
3, la cartografia de la IA del Taller Estampa, es una
buena representacion grafica de la complejidad
poliédrica de la problematica.

Carissa Véliz ya habia descrito con anteriori-
dad en “Privacidad es poder” (Véliz, 2020), sinte-
tizando algunas propuestas previas, la sociedad
de vigilancia en la que estamos inmersos. Las
grandes empresas tecnoldgicas, los buitres de
datos que comentabamos antes, nos succionan.
Se nutren y lucran gracias a nuestra ignorancia o
dejadez, se frotan las manos ante la vagancia por
la que aceptamos las cookies, que no son galleti-
tas (Véliz, 2020): no nos las comeriamos con tanta
facilidad si en lugar de pedirnos “Aceptar las coo-
kies”, nos preguntasen “;Aceptas la instalacion
de un programa espia?”. Véliz, en realidad, no hizo
sino redescubrirnos la servidumbre voluntaria a la
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que nos sometemos, ilusos, en el mundo digital,
en una actualizacién contundente de Etienne de
La Boétie (La Boétie, 1576).

Abotargados en la sociedad de consumo, in-
mersos en la cosmovision capitalista de la realidad,
la masa no solo acepta sino que desea el bombar-
deo incesante de publicidad adaptada a sus gus-
tos y perfiles, cada vez mas detallados cuanto mas
interactuamos con la maquina. Porque se conside-
ra una pérdida de tiempo recibir publicidad no afin
a nuestra interacciéon con el algoritmo, olvidando
quiza que entonces somos mas manipulables y
fragiles, mas propensos a las camaras de eco, ante
la renuncia a la seleccién de informacién, en aras
de una imposible productividad infinita del tiempo,
incluso del ocio, en un mundo donde el aburrimien-
to ha pasado a ser deleznable.

Las grandes tecnoldgicas estan muy interesa-
das (hablamos de muchos ceros en millones de doé-
lares) en que usemos sus plataformas. Por ejemplo,
ChatGPT, el LLM de OpenAi. Lo conoce practica-
mente todo el mundo, y su sistema funciona téc-
nicamente muy bien, francamente: ahora bien, han
entrenado a sus algoritmos saltandose a la torera las
leyes sobre copyright, y almacenan nuestros datos
e interacciones como oro. En cambio, alternativas
como HuggingChat, u otras plataformas, que han
renunciado a almacenar nuestros datos, que son
de cédigo abierto, compiten en clara desventaja a
no ser que Nos animemos con su uso, pese tal vez
a, temporalmente, no ofrecer resultados tan bue-
nos. El cédigo abierto y el respeto a la privacidad
deberian ser un valor para los profesionales y los
usuarios. Paso, por ejemplo, con la emergencia de
algunos programas de disefio como Blender, que
primero no mostraban funcionalidades o resultados
tan buenos como los de pago, pero gracias a la co-
munidad, y a su integracién en las escuelas, han
mejorado mucho y ahora compiten con los produc-
tos de las empresas privadas.

Estamos en un momento de transito. El dile-
ma esta ahi, quiza mas a nivel profesional que en
la educacion. En la educacion se debe apostar
por herramientas éticas. En el sector profesional,
en un sector cada vez mas duro y competitivo,
¢ debe primar la calidad del resultado o la ética
de la herramienta? ;Y si una herramienta menos
ética, como ChatGPT, me da mejores resultados
y en menos tiempo, lo que me permite, por ejem-
plo, reducir el precio que ofrezco al cliente? El
cliente, como el consumidor, tiene cada vez mas
poder: la regulacién es clave, pero mientras llega
ayudaria, como en otros sectores, que los consu-
midores acepten pagar un poco mas por produc-
tos mas éticos.
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¢Por qué Microsoft ha invertido tanto en Ope-
nAl? Porque el buscador Bing estaba muy lejos del
de Google. Con la insercion de su Copilot, basado
en ChatGPT, ha subido un poco. Ha ganado bas-
tante, no tanto como querria Microsoft, claro, pero
ha ganado mucho con respecto a como estaba an-
tes. Lalucha oligopdlica es titanica. Somos peones.

También en la investigacion cientifica que,
durante demasiado tiempo -y sigue- ha bailado
al son de los indices de impacto de las revistas,
dominadas por multinacionales editoriales que,
de facto, funcionan como oligopolios. Si sobrevi-
ven algunas pequefas, como Grafica, es gracias
al altruismo y la buena voluntad de algunas per-
sonas en la academia. No obstante, todas las re-
vistas cientificas indexadas, grandes o pequefas,
deberan replantearse las analiticas de datos que
hacen, y de posicionamiento. Como prediccion,
aumentara la llegada de articulos creados con
ChatGPT u otros LLM, o mediante sistemas de IA
asistenciales. Muchas revistas ya exigen a los au-
tores que abjuren de la IA, y a sus colaboradores
que declaren no usar la IA para las revisiones de
articulos. Los autores las usan y las usaran en la
investigacion cientifica (Wang et al., 2023), al me-
nos en la revision del inglés, por ejemplo. ¢ Tam-
poco es ético ese uso? ¢ Pero si es ética la tirania
de que las revistas de primer cuartil, en todas las
areas y con una abrumadora mayoria, sean en in-
glés? ¢No perjudica este sistema de revision de
la calidad cientifica a los no anglosajones, y qui-
za haya llegado la tecnologia para igualarnos un
poco, para aproximarnos a la equidad linguistica?

Sobre diseio y educacion

El gobierno espafiol se esta planteando una re-
gulacion profunda del uso de pantallas, teléfonos
moviles y redes sociales en la infancia y la adoles-
cencia'. El humano, como decia anteriormente,
debe estar por encima de la maquina. En el terre-
no educativo, a nivel ético, el consenso de Beijing
de 2019, ya alerté de la falta de estudios sobre
el impacto de la IA en la educacion, en su punto
31 sostenia que se debia: “tener presente la falta
de estudios sistematicos sobre los impactos de las
aplicaciones de la inteligencia artificial en la edu-
cacion” (UNESCO, 2019). Lo mismo es aplicable
a otros sistemas tecnoldgicos, como la digitaliza-
cion, con un aumento desmesurado de la exposi-
cion a pantallas desde la infancia, en detrimento

11. Que comenz6 con la Estrategia global sobre menores, salud
digital y privacidad (2004), de la Agencia Espafiola de Proteccion
de Datos, disponible en: https://www.aepd.es/guias/estrategia-
menores-aepd-lineas-accion.pdf

de la lectoescritura manual. En general, los inte-
reses creados son muchos como para respetar el
principio de prudencia, el primero de la Declara-
cién de Barcelona (lIA-CSIC, 2017).

Han pasado cinco afos y todavia hay mucho
que investigar. No obstante, desde hace unos me-
ses, hay ya en marcha una ley europea de la IA,
una primera regulacién que se empezd a gestar
en 2023 (EU Al Act, 2024). Hay que revisarla con
detenimiento y ver como se va desarrollando en
los paises, pero el uso de la IA en educacion se
ha considerado como de alto riesgo. Sin embar-
go, aunque deberia revisar mas a fondo el marco
legal, creo que el disefio grafico no lo tienen con-
siderado como de alto riesgo, aunque el disefio
es una herramienta que puede ser muy peligrosa
en la generacién de bulos, de fakes, de noticias
falsas. No pensemos solo en la publicidad, pense-
mos en otros ambitos como la politica.

La manipulacién informativa si que esta consi-
derada de riesgo, légicamente, pero se consideran
los deep fakes, los bulos cuyo realismo o falsedad
nos cuesta mucho discernir, por ejemplo, de ‘ries-
go limitado’. Sin embargo, es de riesgo inacep-
table, y el marco legal lo prohibe, el uso de la IA
que implique “manipulacion cognitivo-conductual
de personas o grupos vulnerables especificos”, y,
pregunto, ;no puede un deep fake manipular el
comportamiento de nifios o de personas con dis-
capacidad intelectual, u otros grupos vulnerables?
La ley europea esta muy bien, como punta de lan-
za a nivel mundial, pero tiene aun muchos grises.

Ademas de la manipulacién esta el asunto de
la vigilancia, del control social (Véliz, 2020). Angu-
lo y Véliz (2022) nos alertaban ademas de que las
tecnologias vinculadas al denominado big data, es
decir al extractivismo de datos (que no son solo
datos personales, son datos sociales), lejos de eli-
minar los sesgos humanos los acentuaban y, en
consecuencia, incrementaban y solidificaban las
distancias socioecondémicas, reforzando el mante-
nimiento del statu quo. El entrenamiento sesgado
de la IA generativa conduce a resultados sesga-
dos, algo que influye por supuesto al disefio, pero
también a la educacion.

En el congreso SEFI de septiembre de 20222,
un congreso de educacioén internacional que or-
ganizamos desde el ICE de la UPC en Barcelona,
moderé el panel de ponencias relacionadas con
la IA en la educacién, entonces aun un panel con
pocas presentaciones en comparacion con otras
tematicas. Llegaban todavia de Asia algunas po-

12. https://sefi2022.cimne.com/
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Circuito OEIAC sobre el uso
responsable y sostenible de ChatGPT

¢Qué es ChatGPT
y qué consideraciones
éticas debemos tener?

Iniciar

Quiero tener una
conversacién

Quiero buscar
informacién

ChatGPT es un prototipo de bot conversacional de
inteligencia artificial que, fundamentalmente, intenta
generar una “continuacién razonable” de cualquier
texto que se haya escrito hasta ahora, donde por
“razonable" entendemos todo lo que la gente ha escrito
en miles de millones de paginas web, etc. (Wolfram 2023).

¢Me importa conocer las
fuentes de informacion
documentales y que estas

sean certeras y rigurosas?

Generative

G x|

Antes de usar
ChatGPT
consideraré si...

Pre-trained
lntrenado previaments con grandes cantidades de datos
Transformer

256 que puedo incurrir enun
posibl plagio de as fuentes
empleadas para generar el

estitado con et uso e ChatGP7)

red neuronal artificial basada en un modelo codificador-
decodificador

Capacidades y limitaci N B%

Segun OpenAl, ChatGPT tiene las siguientes capacidades:

nte de la ingente.

cantidad diaria de emisiones
de CO, asociadas al

uso de ChatGPT?

Recordar lo que el usuario ha dicho en el transcurso de la
conversacion.

Permitir al usuario ofrecer correcciones sobre el resultado.
Declinar peticiones inapropiadas. si NO

Segin OpenAl, ChatGPT tiene las siguientes limitaciones:
f En ocasiones puede generar informacién incorrecta. S€ que ChatGPT utiliza

paupérrimo salario?

De vez en cuando puede producir instruciones perjudiciales o |— de datos que recibenun [

Tiene un conocimiento limitado del mundo y de los eventos
posteriores a 2021.

¢Has probado el circuito OEIA

sobre el uso responsable . ‘
sostenible de ChatGPT? O
ad

Fuentes: Wolfra
Pointon 2t

Més informaciénen @D OEIAC.CAT Y @OEIAC_UdG

Figura 4. Circuito OEIAC sobre el uso responsable y sostenible de ChatGPT. En el enlace se
encuentra disponible también la version en catalan y en inglés. Fuente: OEIAC, con permiso
https://www.udg.edu/ca/Portals/57/0Content_Docs/Infografia_ OEIAC_ChatGPT-1.pdf

nencias de biometrias de estudiantes, y ya habia
habido casos anteriores de experimentos con
alumnos de primaria y secundaria a los que les
colocaban una diadema, o les hacian seguimiento
ocular en clase, para determinar si los estudian-
tes estaban atentos y motivados, detectando sus
emociones en el aula, con la idea de mejorar el
aprendizaje'®. ;Aprendemos mas si nos sabemos
observados, controlados constantemente? ¢ Todo
vale en educacion? ;Qué tipo de ciudadanos for-
ja este tipo de sometimiento, de pandptico en el
aula? Ahora la biometria en la ley europea si que
esta prohibida en estos niveles, y mas con meno-
res de edad. Aunque hay otros paises donde aun
se estd llevando a cabo. Es un asunto con muchas

13. Sobre la controversia, desde el Comité de Etica de la UPC,
y con la colaboracién de mis estudiantes de la Escola d’Art i Dis-
seny de Terrassa, realizamos este video: https://www.youtube.
com/watch?v=uN7UjACdI3I
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aristas que, afortunadamente al menos aqui, se ha

regulado.

En Cataluiia tenemos la suerte de tener, con
materiales en catalan, castellano e inglés, el Ob-
servatorio de Etica de la Inteligencia Artificial de
Cataluna (OEIAC)'4, donde podéis encontrar en
su web algunos cuadros como el de la Figura 4
de cémo hacer un uso responsable de ChatGPT,
aunque el esquema es valido para cualquier herra-
mienta de IA generativa.

Por el efecto novedad, debo reconocer, abu-
samos todos un poco de ChatGPT cuando sa-
li6 a finales de noviembre de 2022. OEIAC, y la
UNESCO poco después, reaccionaron publicando
sendos manuales sobre el uso de chatGPT™. En
el caso de la UNESCO creo que explicitamente se
refirieron a la educacién superior para ahorrarse el
dilema ético y el conflicto legal de los menores de
edad y los institutos, porque eso, como se vio, es
un problema serio.

Tanto INTEF, como las comunidades auténo-
mas con competencias educativas, han sacado
sus guias para el uso de la IA en el ambito edu-
cativo, guias que deberian seguirse desde los
centros educativos'®. Porque los menores, por
desgracia, estan usando sin supervisién ni control
las herramientas de IA generativa. TikTok también
se supone que es para mayores de 18 y muchos
menores comparten contenido, a veces fomenta-
do por sus padres o, incluso, por docentes (que se
autodenominan “Teachtokers”, lamentable), que
estan vulnerando la legislacion vigente en materia
de proteccion de datos y las normas de uso de las
propias redes sociales.

El esquema de la UNESCO de la figura 5 es
algo mas sencillo que el de OEIAC, aunque com-
parte su filosofia (Sabzalieva y Valentini, 2023). Al
usar ChatGPT u otra herramienta de IA generativa,
la UNESCO plantea tres niveles o preguntas:

1. ¢Importa que el resultado sea verdadero? La
primera pregunta que nos debemos hacer es
si estamos jugando o no, es decir, ¢la informa-
cion que me esta dando la maquina, o el logo-
tipo o lo que esté generando la IA sea una cosa
seria o simplemente estoy trasteando, estoy
pasando un rato, jugando? Si la respuesta es

14. https://oeiac.cat/

15. Véase https://unesdoc.unesco.org/ark:/48223/pf00003851
46_spa

16. Por ejemplo la de INTEF: https://code.intef.es/wp-content/
uploads/2024/07/Gu%C3%ADa-sobre-el-uso-de-la-lIA-en-el-
%C3%A1mbito-educativo-INTEF_2024.pdf La Generalitat de
Catalunya ha desarrollado un portal muy completo con recursos,
guias, recomendaciones, etc. Disponible en: https://projectes.
xtec.cat/ia/
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que no, que me da igual lo que me dé la ma-
quina porque estamos jugando, pues bueno,
es seguro usar la IA. Si la respuesta es que si,
entonces pasamos a la segunda pregunta de
este esquema, que es muy interesante y es
crucial.

2. ¢Dispone de experiencia para verificar que el
resultado es preciso? Es decir, dicho de otro
modo, ¢tengo el conocimiento necesario para
valorar si aquello que me esta dando la ma-
quina es cierto, o no? El conocimiento es fun-
damental para poder supervisar a la maquina.
Aunque se posean esos conocimientos, toda-
via queda una tercera pregunta, clave, referida
a la tecnoética.

3. ¢Esta dispuesto a asumir toda la responsabi-
lidad (legal, moral, etc.) de las imprecisiones
que cometa? Quiza cabria ir mas alla, en esta
pregunta, como si hace la propuesta de OEIAC
(figura 4): ¢ esta dispuesto a aceptar las conse-
cuencias éticas, sociales y medioambientales,
del uso de esta inteligencia artificial?

Y solo en el caso de responder tres sies, se
podria usar ChatGPT, u otras IAs generativas, con
seguridad y prudencia. En definitiva, deberiamos
meditar lo que supone el uso de la IA.

No obstante, hay intereses econémicos muy
potentes detras, de grandes empresas tecnologi-
cas. El consumo y la cosmovision capitalista em-
pujan a un uso compulsivo e irresponsable de la
tecnologia, disefiada para hacerla irresistible ante
nuestros sistemas neuronales de recompensa (Al-
ter, 2017). La mayoria de herramientas comerciales
no son de codigo abierto, y ya sabemos addnde
van a parar nuestros datos: van a los buitres de da-
tos (Véliz, 2020), que luego comercian con ellos. De
hecho, desde las diversas Agencias de Proteccion
de Datos, se advierte a los empleados publicos de
que se puede vulnerar la ley de proteccion de da-
tos si se suministran datos personales a platafor-
mas como ChatGPT. Porque es tentador, por ejem-
plo, suministrar trabajos de alumnos a estos LLM
para que los evallen...algo que, por otra parte, iria
en contra del cédigo deontolégico docente'”.

El tema del codigo abierto es también contro-
vertido. Ha habido casos graves de aplicaciones
creadas solamente para desnudar a personas,
aprovechando modelos de cédigo abierto de IA

17. Algunos como el del colegio de doctores y licenciados en
filosofia y letras y en ciencias de Catalunya posee un compro-
miso especifico con el uso responsable y ético de la tecnologia,
ademas de los compromisos basicos con respecto al alumnado,
la profesion, el conocimiento y la sociedad. Véase: https://www.
cdl.cat/codi-deontologic-de-la-professio-docent
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¢lmporta que
el resultado sea
verdadero?

NO

Es seguro usar
ChatGPT

(Esta dispuesto a
asumir toda la
responsabilidad (legal, moral,
etc.) de las imprecisiones
que cometa?

Sl

Es posible usar
ChatGPT*

*pero asegurese de
verificar la exactitud y el
sentido comdn de cada
palabra y frase de salida

¢ Dispone
de experiencia
para verificar que el
resultado es
preciso?

NO

No es seguro usar
ChatGPT

Figura 5. Esquema sobre si es 0 no seguro el uso de ChatGPT
(CC BY Aleksandr Tiulkanov, reproducido en Sabzalieva & Valen-
tini (2023)). Fuente: Sabzalieva & Valentini (2023), https://unes-
doc.unesco.org/ark:/48223/pf0000385146_spa

generativa de imagen. Personalmente realicé una
pequeia investigacion sobre el tema, utilizando
obras de arte clasicas, libres de derechos, y apli-
cando estos algoritmos (Hernandez-Fernandez,
2023): se generaban obras hipersexualizadas, con
claros sesgos de género. Algo que le pasaba a la
herramienta, por ejemplo, es que sospechosa-
mente desnudaba muy bien a los jévenes y no a
los mayores, y también lo hacia mejor con las mu-
jeres que con los hombres. Es decir, hay sesgos
de entrenamiento que llevan a uno a barruntar que
se hayan entrenado con pornografia, e incluso con
pornografia infantil, y esto es una cosa muy seria,
estos programas de IA generativa.

En la formacion en las escuelas de arte y dise-
Ao debemos reforzar la necesidad del pensamien-
to critico, asi como la reflexion ética sobre el uso
de la IA generativa, y su entrenamiento con datos
ilicitos en muchos casos, no sélo en lo que respec-
ta a las imagenes o materiales con copyright, sino,
en casos extremos, incluso con imagenes porno-
graficas, peddfilas o de dudosa procedencia.
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En lo que respecta a la didactica, un plantea-
miento basico es preguntarse si usar en clase o
no la IA generativa. ; Podemos ignorar que existen
estas aplicaciones? En 2022, cuando pretendia
provocar con esta pregunta'®, tal vez podiamos
ignorarlas. Ahora, creo, es una obviedad que no.
Sobre todo en la formacién profesional, en el am-
bito del arte y el disefio. Debemos usarlas, y en-
sefar a usarlas: escogiendo aquellas aplicaciones
de coédigo abierto, que han entrenado legalmente
sus sistemas; utilizar la tecnologia que nos permita
forjar profesionales competititvos, que no salgan al
mercado en inferioridad de condiciones, especial-
mente en las escuelas publicas; y hablar de la tec-
noética, de las implicaciones que tiene todo esto,
y también de las consecuencias de vulnerar las le-
yes vigentes. Seguramente, todo ello implica que
debemos cambiar lo que estamos pidiendo a los
alumnos en las actividades de clase. Porque hay
ejercicios que estais pidiendo, permitidme que os
interpele, que no tiene ninguin sentido seguir solici-
tando, porque la maquina los hace en segundos.
Mas alla, por supuesto, de entrenamientos forma-
tivos iniciales que se deben hacer una vez en la
vida, como aprender a resolver raices cuadradas a
mano, porque ayudan a estructurar el pensamiento
y a crear los andamiajes de aprendizaje necesarios
para incorporar conocimientos a lo largo de la vida.
Tras formar debidamente, tras ese paso por los
fundamentos, debemos ir en otra direccion, y pe-
dir a los estudiantes actividades con valor afiadido
que queden lejos de la automatizacién de muchos
procesos, algunos de los cuales, hasta la fecha,
formaban parte de los procesos de creacion.

Meltzoff y colaboradores (2009) alertaban de la
necesidad de una nueva ciencia del aprendizaje,
en un enfoque transdisciplinar donde incluian los
estudios experimentales y tedricos en psicologia,
en neurociencia, en educacion de Aula, y lo que
entonces llamaron Machine Learning, que en la
actualidad quiza deberiamos ampliar a la Inteligen-
cia Artificial, siguiendo una definicion mas amplia
(EU-HLEG, 2019). La técnica no es algo nuevo: la
irrupcion de la tecnologia en la especie humana no
es algo nuevo. De hecho, hace unos afos, la per-
sona que tengo aqui a mi lado, Francesc Morera,
me recomendé este libro de Walter Ong: “Oralidad
y escritura: tecnologias de la palabra” (Ong, 2016).
Le agradezco muchisimo la recomendacion por-

18. Que planteé en la Escuela de Verano AIHUB del CSIC (julio
de 2022), con el material publicado posteriormente, justo unos
dias antes de la irrupcion de ChatGPT en el mercado: https://
aihub.csic.es/en/inteligencia-artificial-en-educacion-golem-cre-
ativo-o-destructor/
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que es una maravilla. Ong ya plante6 alli el salto
neuronal y cognitivo que implicé la entrada de una
tecnologia crucial, que a veces olvidamos: la escri-
tura. Se sabe que la escritura modifica la forma de
procesar informacién en el cerebro (Price, 2013),
entre otras evidencias por los estudios de neuroi-
magen de las personas agrafas o con dificultades
en la lectoescritura. Lo mismo sucede y sucedera
con las nuevas tecnologias y con la IA. La mayor o
menor exposicién a estimulos, y las contingencias
de refuerzo relacionadas, redefinen cémo nuestro
cerebro se enfrenta a la semidtica, tanto en la emi-
sibn como en la recepcion comunicativa. Desde el
cuneiforme, o el lapiz y el papel, a los ordenadores y
la IA generativa, las tecnologias cambian la manera
con la que nuestro cerebro aprehende el mundo.

Otro ejemplo muy claro lo tenemos con las ma-
tematicas, con cdmo se explican las matematicas.
Recuerdo que aprendi qué eran las tablas trigono-
métricas y de logaritmos, gracias a un profesor mio,
JesuUs Garcia Arenas, que, pese a que ya existian
las calculadoras electrénicas -no soy tan viejo-,
nos ensefd a hacer célculos de logaritmos o de
trigonometria, sin calculadora, con aquellas tablas.
Lejos de ser una pérdida de tiempo, aquella expe-
riencia afianzaba los conceptos de seno, coseno o
tangente, o la definicion de logaritmo, y de base de
un logaritmo. Que haya ascensor no implica que
eliminemos las escaleras. Tecnologias actuales no
hacen prescindibles las anteriores, maxime cuan-
do en educacién podemos sacar de ellas un gran
provecho, el andamiaje cognitivo. Y también nos
pasa con la IA. La existencia de aplicaciones como
Photomath, que tras hacer una fotografia resuelve
automaticamente ecuaciones, integrales o calcu-
los complejos, o los LLM, a los que directamente
se puede suministrar el enunciado del problema
matematico, y la maquina es capaz de resolver la
mayoria, al menos hasta niveles avanzados, no evi-
tan que debamos seguir formando a los estudian-
tes en la resolucién de esos problemas.

Que haya coches que nos permiten despla-
zarnos rapido, no elimina la necesidad de hacer
ejercicio. Ahora bien, si debo ir de Terrassa a Bar-
celona, en el dia a dia, hacerlo corriendo puede no
ser asumible en mi realidad cotidiana. En la Edad
Media, salvo excepciones, el trabajo estaba cerca
de casa. No eran necesarios esos desplazamien-
tos diarios. La velocidad de vértigo de la sociedad
neoliberal, de la presién por aumentar la producti-
vidad, empuja a una costosa movilidad, y a la ne-
cesidad de realizar cada vez mas trabajo en menos
tiempo. La voragine es tal que las tecnologias que
se potencian son las que alimentan al capitalismo
salvaje (Véliz, 2020). Quiero decir, la IA generativa
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puede suponer un problema no solamente para

los disefiadores, sino para todos los empleos y la

sociedad en su conjunto. El impacto ambiental y

social es brutal, no podemos ignorarlo (Crawford,

2021). Se exige hacer mas por menos, en una pre-

carizacion del empleo. Queda apostar por la cali-

dad, frente a la cantidad.

Holmes, Bialik y Fadel (2019) sobre la 1A en
educacion sugirieron los dos aspectos clave a con-
siderar, como formadores: uno seria el qué, o sea,
qué deben aprender los estudiantes en la era de
la 1A, y el segundo elemento, el como. Citaron el
modelo SAMR de Rubén Puentedura, que catego-
riza los niveles de integracion de la tecnologia en la
educacién. Se organiza en dos grandes areas: un
area de mejora y transformacion. Para la mejora, se
plantean dos subniveles tecnolégicos:

1. Sustitucion: La tecnologia sustituye una herra-
mienta tradicional -o biolégica- sin cambiar su
funcién. Ejemplo: usar un procesador de textos
en lugar de papel.

2. Aumento: La tecnologia sustituye la herramien-
ta tradicional con mejoras funcionales. Ejem-
plo: usar el procesador de textos con funciones
de correccion automatica.

Y para la transformaciéon tecnologicamente
mediada, tendriamos dos subniveles mas:

3. Modificacion: La tecnologia transforma signi-
ficativamente la tarea. Ejemplo: colaborar en
tiempo real en la creacién de documentos en
linea.

4. Redefinicion: La nueva tecnologia permite crear
tareas nuevas e inconcebibles antes de su
existencia. Ejemplo: proyectos multimedia inte-
ractivos compartidos globalmente, con image-
nes y videos creados partiendo del prompt del
texto principal.

El modelo SAMR deberia guiar la evolucion de
la integracion tecnoldgica de la IA buscando un
aprendizaje mas profundo y significativo (Holmes,
Bialik y Fadel, 2019).

Y aqui es donde ya deberiais estar todos, lo
siento: en la modificacién y redefinicion de las ta-
reas, y en la resignificacién del rol docente (Prats
et al., 2024). En caso contrario, podemos seguir
lamentandonos, perdiendo un tiempo valioso para
dar una formacion tecnologica adecuada a nues-
tros estudiantes, que en ningun caso debe olvidar
los fundamentos del disefio, todo aquello que no
caduca ni lo hara nunca, la esencia de la profesion.

Quiza durante un tiempo, como en toda transi-
cion tecnoldgica, a los clientes los podéis pillar un
poco en fuera de juego. Quiero decir que, como

aun no conocen mucho el tema, aun se puede
funcionar con tarifas clasicas, para la mayoria de
encargos, pero en cuanto se establezca en el mer-
cado mas la IA generativa, va a ser dificil justificar
ciertos precios por lo que se puede hacer con un
clic, por aquello que ellos, gratis, con la aplicacion
del moévil, podran hacer en segundos, como lo
que veiamos de presentar propuestas de logoti-
pos, con ejemplos en una camiseta, en cartas y
todo aquello que se hacia y por lo que se cobraba
también (figura 2). Me replicaréis, con razén, que
la cuestién es y sera ofrecer algo mas, algo que se
salga de la vulgaridad de lo que genera la maquina.
Y ahi entra un tema crucial: la creatividad.

De la creatividad

Decia Jorge Wagensberg que las ideas pueden mi-
grar sin declarar de donde vienen, a dénde van y
cual es el motivo del viaje, y que el contrapunto,
el antagonista, de la creatividad es la mediocridad
(Wagensberg, 2017). Existe una miriada de herra-
mientas de IA generativa (de texto, imagen, video,
musica,...), como puede comprobarse por ejemplo
en portales como aifindy.com'. La creatividad es
un tema controvertido y fundamental en diversos
ambitos, que van del arte y el disefio, a la literatu-
ra o la ciencia. En este contexto, resulta esencial
identificar herramientas digitales que sean Utiles
para los profesionales. Estas herramientas pueden
clasificarse en tres categorias principales: libres,
freemium (parcialmente abiertas y con funciones
avanzadas de pago), y totalmente de pago. Mi
recomendacion es optar por las aplicaciones que
realmente permitan optimizar tiempos y esfuerzos,
y pagar solamente si su costo es justificable en tér-
minos de ahorro de tiempo y recursos, o de valor
afnadido para el cliente o el proyecto. En muchos
casos, esos costes tecnolégicos se podran reper-
cutir en el cliente.

Sobre creatividad, recientemente edité un libro
en la Universitat Politécnica de Catalunya sobre
creatividad digital?®, en el que se aborda un punto
clave: la creatividad no es una cualidad exclusiva
humana, sino que es una rasgo gradual en la na-
turaleza (Hernandez-Fernandez, 2023b). Existe un
sesgo antropocéntrico que a menudo conduce a
pensar que la creatividad es una caracteristica uni-
ca de nuestra especie. Sin embargo, investigacio-
nes en biologia y etologia han demostrado que hay
especies animales que muestran comportamien-
tos creativos, que crean por ejemplo herramientas

19. https://aifindy.com/
20. En acceso abierto aqui (en catalan): https://upcommons.
upc.edu/handle/2117/395833
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Unicas ante problemas para los que no han sido

entrenados.

Este fendbmeno no puede entenderse como
una dicotomia (creativo/no creativo), sino como un
continuo, un espectro que se da en la naturaleza,
que Margaret Boden, destacada experta en inteli-
gencia artificial y creatividad que mencionabamos
al principio, describié como un fenémeno gradual
y multifacético (Boden, 1990). En sus obras, de
lectura muy recomendable (Boden, 1990, 1994,
2009), Boden definio tres niveles de creatividad:

i) Creatividad combinatoria: Consiste en combinar
elementos o ideas existentes de forma novedo-
sa dentro de un marco conceptual conocido.

i) Creatividad exploratoria: Implica explorar las
posibilidades dentro de un espacio conceptual
definido, ampliando sus limites sin modificar
su estructura fundamental.

liiy Creatividad transformadora: Se refiere a la ca-
pacidad de redefinir o transformar un marco
conceptual, generando nuevos paradigmas y
cambiando las reglas del sistema.

Boden destacd que estos niveles pueden ayu-
dar a comprender la creatividad humana, asi como,
potencialmente, la hipotéticamente desarrollada
por otros seres vivos o por sistemas de inteligen-
cia artificial, siendo la creatividad transformadora la
mas compleja y menos comun. Aunque, como bien
recuerda Lépez de Mantaras (2013), Boden sefiald
que, incluso si una computadora con inteligencia
artificial alcanzara el nivel creativo de Bach o Eins-
tein, para muchos seria considerada aparentemen-
te creativa, pero no realmente creativa, por dos ra-
zones principales: la falta de intencionalidad en las
maquinas y nuestra resistencia a otorgar un lugar
en la sociedad a los agentes artificiales.

Con estas salvedades terminolégicas, si deja-
mos a un lado el debate sobre sila IA crea o mera-
mente genera, Marcos Du Satoy, en Programados
para crear (Du Satoy, 2019), presenta ejemplos
fascinantes de elementos generados por IA. Un
caso destacado es el proyecto Next Rembrandt,
en el que una IA, entrenada con los retratos del
pintor neerlandés, fue capaz de generar una nue-
va obra en su estilo. La innovacién del proyecto
no se limité al ambito digital: la obra fue impresa
en 3D simulando la textura y los pigmentos de la
época, recreando incluso el olor de las pinturas de
Rembrandt, y al ser presentada a expertos, mu-
chos consideraron que podia tratarse de una obra
auténtica o de un discipulo del maestro?'.

21. Véase el video resumen del proyecto: https://www.youtube.
com/watch?v=IluygOYZ1Ngo
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¢ Reside la creatividad solo en los creadores hu-
manos o biolégicos? ¢En la intencionalidad de sus
obras? ¢ En la percepcioén del receptor? ; Podemos
emocionarnos igual ante esa simulacion impresa
de un cuadro de Rembrandt o al escuchar una falsa
cantata de Bach, generada por computador?

La creatividad es un aspecto esencial en el dise-
fio gréafico, especialmente en la era de la IA. En este
contexto, figuras mediaticas como Javier Lopez o
Carlos Santana (conocido en redes como DotCSV)
han realizado aportaciones clave para compren-
der el impacto de estas herramientas en el ambito
creativo. Javier Lopez publicé una guia interesante
sobre el uso de la IA generativa en la generacion
de imagenes (Lépez, 2023), y DotCSV ha explorado
en profundidad sus aplicaciones técnicas y éticas.

Entre las herramientas mas influyentes desta-
can DALL-E, MidJourney, y Stable Diffusion. Esta
Ultima, al ser de cédigo abierto, ha dado lugar a un
ecosistema de aplicaciones y usos diversos que
han ampliado las posibilidades creativas, desde la
generacion de paisajes hasta retratos hiperrealistas.
Ademas, Photoshop ha integrado rapidamente fun-
cionalidades basadas en IA, revolucionando la for-
ma en que los disefiadores trabajan con imagenes.

Un elemento fundamental para trabajar con
estas herramientas es el prompting, es decir, la re-
daccién precisa de instrucciones que se le dan al
sistema para generar contenido. Un buen prompt
incluye detalles como el tipo de imagen (retratos,
paisajes, objetos), el estilo visual (carboncillo, hi-
perrealismo, ilustracion digital), la iluminacion, y
otras caracteristicas técnicas. Recursos como
promptomania.com?? facilitan esta tarea al ofrecer
plantillas personalizables para obtener resultados
6ptimos. La capacidad de dominar estas herra-
mientas y técnicas no solo amplia las posibilida-
des creativas, sino que también redefine el rol del
disefiador grafico, potenciando su habilidad para
transformar ideas en imagenes innovadoras y de
impacto. Aunque la herramienta no garantiza la
creatividad ni el estilo, ni mucho menos.

La importancia del prompting es clave cuan-
do hablamos de herramientas de inteligencia ar-
tificial, especialmente para aquellos que no tienen
habilidades técnicas en areas como el dibujo o la
escritura. La IA, en este contexto, actia como una
poderosa herramienta de apoyo: cuanto mas pre-
ciso y bien formulado sea el prompt, mejor sera el
resultado obtenido. Por ejemplo, para alguien que
no sabe escribir poesia o un resumen académico,
la IA puede proporcionar una base excelente que

22. https://promptomania.com/
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Figura 6. Recreaciones como “magos steampunk” de dos comparieros de CITM-UPC y de la Escola d’Art i Disseny de Terrassa, rea-

lizadas con Midjourney.

luego puede ser modificada o mejorada segun las
necesidades del usuario.

A modo de conclusién: sobre los sesgos

y el rol humano

Me gusta diferenciar entre lo que llamo la creati-
vidad interior y la creatividad exterior (Hernandez-
Fernandez, 2023b). La creatividad interior se re-
fiere a la capacidad de tener una gran idea, una
chispa creativa, que todos hemos experimentado
en algun momento, incluso en areas que no son
nuestra especialidad. Sin embargo, muchas ve-
ces nos falta la capacidad técnica para llevar esa
idea a cabo. Aqui es donde la IA entra en juego:
nos ofrece una oportunidad para concretar esas
ideas de manera tangible, ya sea a través de la
generacion de textos, imagenes o incluso musica.
La IA no solo facilita asi la ejecucién de esta crea-
cion para los expertos, sino que también democra-
tiza el acceso a la creatividad, permitiendo a cual-
quier persona, incluso a aquellos sin experiencia
previa, crear algo como un soneto para una boda.
Con solo proporcionar los datos necesarios y ajus-
tar el resultado a través de un prompt adecuado,
podemos obtener una obra, de una calidad limita-
da, que refleje nuestras intenciones, sin necesidad
de dominar las técnicas detras de la creacion.

Sin embargo, debemos tener en cuenta que
estas herramientas de IA, tanto en el ambito de
las imagenes como del texto, estan entrenadas
con conjuntos de datos especificos. Estos datos,
aunque extensos, no son infinitos y reflejan limita-
ciones y sesgos, lo que puede dar lugar a efectos

de ingenieria social. Las grandes empresas detras
de estas herramientas tienen el poder de dirigir su
desarrollo y uso, lo que plantea interrogantes so-
bre cémo y hacia dénde nos estan guiando con
estas tecnologias.

Las imagenes presentadas aqui tienen un valor
personal, ya que las dediqué en su dia, con su per-
miso, a algunos profesores del CITM-UPC y de la
Escola d’Art i Disseny de Terrassa, que quedaron
sorprendidos por la capacidad de las herramien-
tas de |A para generar propuestas. Todo depende
de como se formule el prompt. Estas imagenes,
que presenté a finales de 2022 en la entrega de
diplomas de la Escola d’Art i Disseny de Terras-
sa, incluyen una modificacion de dos docentes,
compaferos que me dieron su consentimiento. El
ejercicio consistié en utilizar solo dos fotos de ellos
y un prompt en el que solicitaba la generacion de
magos steampunk, lo que permitié observar cier-
tos sesgos en los resultados (Figura 6).

Al generar imagenes de mujeres, estas tienden
sistematicamente a ser sexualizadas, como en el
caso de la compafiera de la figura 6, cuyo retrato
se presenta con una expresion y vestimenta que
refuerzan estereotipos de género, incluso en un
retrato. Asi por ejemplo, al solicitar la imagen de
una “mujer guerrera”, las representaciones tienden
a mostrar armaduras minimas, lo que demuestra
la cosificacion de la mujer en estos sistemas. En
contraste, las representaciones masculinas, como
las de los “hombres guerreros”, tienden a mos-
trar figuras completas, fornidas y mejor vestidas
y protegidas para el combate, lo que evidencia
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la presencia de sesgos de género. No es un he-
cho sorprendente, pues este fenémeno refleja los
sesgos inherentes de los datos con los que estas
herramientas de IA estan entrenadas. Replican los
prejuicios humanos preexistentes, como los de
género, raza y otros, como los relacionados con
los modelos de cuerpos ‘ideales’. Ante el machis-
mo, el racismo o el culto al cuerpo (y el aumento
de trastornos relacionados con la conducta ali-
mentaria), debemos tomarnos la difusion de to-
dos estos sesgos como algo serio. Por ejemplo, al
solicitar una imagen de “nurse” (en inglés, puede
ser masculino o femenino), el sistema genera una
enfermera, mujer, mientras que al pedir “doctor”,
tiende a generar un hombre. Estos sesgos se de-
ben tener en cuenta al utilizar estas tecnologias
para evitar perpetuar estereotipos sociales. Algo
a considerar, por supuesto, también cuando se di-
sefa sin la IA generativa.

Sin caer en el tecnosolucionismo ni en el antro-
pomorfismo (Floridi y Sanders, 2004), dos riesgos
habituales al hablar de IA, la denominada “agencia
moral artificial” se refiere a la capacidad de los sis-
temas de IA para tomar decisiones o realizar ac-
ciones que consideren aspectos éticos y morales.
A diferencia de las IA tradicionales, que siguen al-
goritmos estrictos o modelos programados prede-
finidos, una IA con agencia moral intenta incorpo-
rar principios éticos en sus decisiones y aprender
de sus interacciones con humanos y entrenamien-
to, de manera que puedan actuar conforme a un
marco de valores humanos, promoviendo un com-
portamiento que beneficie al bien comun o respe-
te normas éticas establecidas.

Esta agencia moral puede ser fundamental
para abordar los sesgos presentes en los siste-
mas de IA, los cuales suelen reflejar prejuicios in-
herentes a los datos con los que son entrenados.
Los sesgos de género, raza, o clase social, por
mentar algunos, surgen cuando los modelos de
IA aprenden patrones discriminatorios de gran-
des volumenes de datos histéricos, que incluyen
informacién sesgada sobre personas o grupos.
Puede, no obstante, darse el caso de que la
agencia moral artificial, entre en contradicciones
histéricas o conceptuales, porque la IA no posee
sentido comun (Lépez de Mantaras, 2023), como
cuando se le pidié a una IA generativa de imagen
el retrato de un soldado nazi, y entre las cuatro
opciones aparecieron mujeres chinas o soldados
negros?.

23. Véase https://elpais.com/tecnologia/2024-02-24/nazis-chi-
nas-y-vikingos-negros-google-suspende-su-ia-de-imagenes-
por-sobrerrepresentar-a-minorias.html
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Considerando estos errores de sobrerrepre-
sentacion de colectivos, de falta de sentido co-
mun, la implementacién de agencia moral artificial
puede ayudar a mitigar sesgos, en el proceso de
disefio, mediante varias estrategias:

— Deteccién de sesgos. Los sistemas de IA con
agencia moral pueden ser disefados para
identificar y analizar sesgos dentro de un con-
junto de datos de entrenamiento.

— Toma de decisiones éticas. Una IA con agen-
cia moral puede asistir al disefiador humano
en la toma de decisiones en el proceso de
disefio, que prioricen la equidad y la justicia
social, tomando en cuenta el bienestar de las
personas, o la no propagacion de estereoti-
pos en las propuestas, independientemente
de sus caracteristicas personales (como el
género o la raza).

— Educacion tecnoldégicamente mediada y ajuste
personal dinamico. Una IA con agencia moral
podria aprender de las interacciones del dise-
fiador en su trabajo diario, y adaptarse conti-
nuamente para ayudarle a eliminar sus propios
prejuicios.

— Transparencia y explicabilidad. Los sistemas
con agencia moral también pueden incluir me-
canismos de transparencia que permitan a los
usuarios comprender como se toman las de-
cisiones, permitiendo al disefiador intervenir,
supervisar y controlar el proceso, siguiendo
los principios de la Declaracion de Barcelona
(2017), que vimos anteriormente.

En resumen, la agencia moral artificial puede
ser una herramienta poderosa para contrarrestar
los sesgos en la inteligencia artificial, que sin em-
bargo no elimina, sino que potencia, el rol humano
en el proceso de disefio. Al incorporar principios
éticos en su funcionamiento, la sinergia entre la
persona y la maquina deberia actuar de manera
mas justa e imparcial que ambos elementos por
separado, promoviendo asi una IA colaborativa,
que trabaje para el beneficio de todos, sin fomen-
tar que desde el disefio se perpetien desigualda-
des o injusticias sociales.

Porque, en definitiva, el rol humano no se per-
dera nunca. En el peor de los casos, nuestros co-
nocimientos seran los que nos sitlen por encima
o debajo de la tecnologia. Cuando sabemos nos
convertimos asi en expertos revisores de la IA, al,
por ejemplo, no corregir una falta ortografica en
una lengua que dominamos porque sabemos que
la IA se equivoca. En el proceso de disefio, puede
que una IA genere de partida miles de propuestas
en el briefing (Tabla 1) pero nosotros podemos por
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ejemplo, de un plumazo, gracias a nuestro sentido
comun y a la heuristica propia de la cognicién hu-
mana, eliminar cientos de ellas, como cuando en
los inicios de la IA generativa de imagen aparecian
sistematicamente manos imposibles, retorcidas o
con seis dedos.

Ahora bien, si yo soy capaz, siendo un igno-
rante de la ilustracion, de generar centenares de
propuestas, por azar habra alguna que igual me
cuadre con lo que quiero generar, crear o usar.
La IA puede ayudar a romper el problema de la
pagina en blanco, pero es que ademas hace que
cualquiera, sin saber de ilustracion, pueda tener
una ilustracién basica, decente en muchos aspec-
tos. El disefiador y el ilustrador profesional deben
ir mas alla de esas propuestas automaticas de la
IA. Seducir al cliente con lo que no puede hacer
él, con trabajos complejos y realmente creativos.
Ofrecer ese estilo propio, transgresor quiza por-
que la IA se autocensurara (Hernandez-Fernan-
dez, 2023b), jugando con los limites.

Por ultimo, como debate abierto en el sector
educativo, nos debemos preguntar ;puede la 1A
hacer los deberes de nuestros estudiantes? ;Pue-
de hacer nuestro trabajo? Mejor, ;qué partes de
nuestro trabajo, puede hacer? ;Me puede hacer la
burocracia? Para eso va muy bien. No sé si lo de-
beria reconocer aqui, pero la uso todo lo que puedo
para tareas rutinarias. Dediquemos el tiempo limi-
tado de nuestra existencia a cosas chulas. Como
profesionales, la tecnologia nos deberia ayudar, no
complicarnos la vida. Porque, si puede la IA hacer
mi trabajo, ¢qué hago yo? ¢Puede ser una herra-
mienta y generarnos mas trabajo, aunque diferente
al que haciamos hasta la fecha? Creo que si.

En resumen, para tratar con la IA hay que con-
siderar siempre la preponderancia del rol huma-
no, asi como los aspectos éticos y legales. Y, ante
todo, hacerle buenas preguntas y, sin duda, culti-
vad vuestra inteligencia biolégica, la que os man-
tendra por encima o por debajo de la tecnologia.
Muchas gracias.
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