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Abstract

A novel technique on shape coding of an object iirzary digital image, based on thteght isothetic
polygonal covers of the objett a multiresolution background, is proposed. This techaigould be useful
in various analyses and applications related with digitedges. To demonstrate the power and usefulness
of such shape codes, we have also proposed an image resceeathe based on shape codes. The elegance
of the scheme on shape codes lies in capturing the shape objbet(s) present in an image from its gross
appearance to its finer details by a set of isothetic polygareshierarchical manner. The inherent tolerance
present in such a cast of isothetic polygonal shape endideshiape codes of two objecesemble closely
as the grid resolution becomes finer and finer, provided tiecthare of similar shapes. The method is very
fast because it does not involve any complex computatiand,requires only integer-basedmparisons
and additions. Experimental results demonstrate thegttieand efficiency of the proposed scheme.

1 Introduction

Encoding the shape information of an image is very fundaaidatvisualization and retrieval of digital im-
ages. An efficient encoding, both in terms of constructiom storage, is of utmost importanceimplementing
object-based systems, especially in multimedia resed&nhoded shape information plays different roles de-
pending upon the target application, vis-a-vis local@atnd retrieval of a specific shape. Several algorithms
have been proposed in the literature that deal with theilzatédn and retrieval problems.

The methods, namelgontext-based arithmetic encoder (CAE) [10], runlengttoeling [16], and polygon-
based encoding [14] are some of the methods that deal withrdi#em of localization. In CAE-based tech-
nique, adapted in MPEG-4, the binary shape information éedautilizing the macroblock-based structure in
which binary alpha data are grouped withitix 16 binary alpha blocks. In the runlength encoding, the vestice
of a polygonal approximation of the object’s shape are eeddaly adapting the representation to a dynamic
range of the relative locations of the object’s verticese Pphlygon-based encoding deals with the lossy encod-
ing of object boundaries that are given as eight-connedi@ihccodes. However, the shape specification for
localization, e.g., shape coding based on rate-distod® |s not useful for the retrieval as it has to undergo
complex decoding and contour extraction process. Simijlahape descriptors for retrieval purpose using cur-
vature scale space descriptors [12, 13], geometric monjgftstc., are not amenable to localization because
the computation of these descriptors involves nonreviersibnsformation. The shape encoding has typically
evolved around two basic concepts, one of which being bitoaaed [17, 18, 19] where an object is encoded by

Correspondence tdzar i ndam@nai | . com abi swas@s. becs. ac.in

Recommended for acceptance byiddlanuel R. S. Tavares and Renato Natal Jorge
A preliminary version of this paper appeared in [4].



Biswas et al. / Electronic Letters on Computer Vision anddmAnalysis 7(2):62-75, 2008 63

Figure 1. The isothetic polygons of an image are shown frdintderight with increasingly finer resolution.
The original image is shown in extreme right.

its support map, and the other being contour based (wherabjeet boundary is represented efficiently), e.g.,
chain code [6, 9], polygonal approximation [11, 14, 16],H@yder curve fittings viz. splines [10], combined
polygon-spline approximation [7§pproximation of polytopes [1§tc.

In this paper, a fast and efficient shape coding techniquedbas tight isothetic polygon(s) describing the
binary object(s) on a multigrid background, is proposeds Tiethod differs from other polygonal approxima-
tion methodg11, 14, 15, 16]n the fact that it does not require the contour to be extchbtfore constructing
the isothetic (axis-parallel) polygons. It merges bothrdgpiirements of localization and retrieval with proper
tuning. It stores the polygons for a given image imposed @msmoto finer background grids, with remarkably
high storage efficiency. On finer grids, it serves as a gooddasrdor visualization, as illustrated in Fig. 1. For
retrieval, at each finer level, the effective search dambi® gets diminished, eventually to report encouraging
matching results. The rest of the paper is organized asaisll&Gec. 2 explains the proposed work, which in-
cludes the construction of the isothetic polygon, the fdation of the shape code from the extracted isothetic
polygons, and its usage in image retrieval. Sec. 3 preshatexperimental results, and Sec. 4 makes the
conclusion and a discussion about the future works relatéuet proposed work.

2 Proposed Work

A tight isothetic polygon covering a 2D object of any shape ba obtained using an earlier algorithm called
TIPS [3]. It may be noted that, since the algorithm TIPS carimal out multiple polygons (for multiple
objects), it has been modified in the proposed work to obtarcomplete set of isothetic polygons for multiple
objects present in a binary image. Each polygon is uniquegciibed, starting from a suitable vertex (start
vertex), and the corresponding higher level descriptiagh@polygon is coded properly to generate a shape code
for the corresponding polygon. The shape code, thus oldtamauld be always different for different polygons,
and more importantly, the proximity between shape codeddvdepend on the degree of similarity between
the two corresponding polygons. The shape codes of the @adypeing unique, and the set of polygons
being different for different images, the combined shapdesan a multiresolution environment turn out to be
powerful features for the subsequent image retrieval aoce

2.1 Tight Isothetic Polygons

Given a binary imagé& containing one or more objects (connected compofignéd a set of uniformly
spaced horizontal and vertical grid lings= (#,V)!, the corresponding set of tight isothetic polygonal cover,

“We have consideregtconnectivity in this paper.

fIn this paper, we have also usgdo represent the set of grid points definedMyandV; that is, the set of points (with integer
coordinates) of intersection of the horizontal linegdrand the vertical lines i is also denoted by, the meaning of the corresponding
representation being evident from the context.
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Figure 2:1sothetic polygonal cover consisting of an outer polygBn,and two hole polygons? and Ps.

P(Z,G) = {P;}_,, consists of isothetic polygons, such that the following conditions saésfied:

(c1) VinV; = 0,Yi,Vj,i # j, whereV; andV; represent the ordered set of verticespand P; respectively.

(c2) P, is either arouter polygorcontaining one connected componénif Z or ahole polygorcontained in
a hole ofC. If P; is an outer polygon, then each pojnt C lies insideF;; if P; is a hole polygon, then
each poinp € C lies outsidepP;.

(c3) Eachvertexof;,i =1,2,...,n,is an element of.

(c4) The sum of the areas of the outer polygons minus the sum oféaes af the hole polygons is minimized.

It may be noted that, property (c1) ensures that no two paolgguP (Z, G) will intersect each other, although
one polygon may contain another polygon, such that therléttde polygon)will lie completely inside the
former (outer polygon) and the latter may again contain some other poly@arter polygon)and so onFor
example, in Fig. 2, the outer polygdn contains the hole polygons, and Ps, such that?, — (P, + Ps) is the
minimum isothetic region that contains the given objéettther, the (ordered) vertices of a polygorA(iZ, G)
may be such that the polygon may have its one horizontal edgeséecting with its one vertical edge, which
implies that the concerned polygon may possess self-gtgoss. It may be also noted that, if an objecZin
is so small compared to the grid unit that the object doesntetsect any horizontal or vertical grid line, which
occurs when a tiny fragment occuring in an image is not peatée in a coarse grid, then there would be no
isothetic polygon irP(Z, G) that would contain the object.
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Figure 3: Four unit grid squares with common vertex
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Figure 4:lllustration of the formation of the unit edge matrix and tiv@t square matrix using the functign
(Egn. 1).

2.2 Finding Tight I sothetic Polygons

Let R be the smallest two-dimensional image plane that conta@ertire set of objects, denoted byHence-
forth in this paper, we usé to denote the binary image as well as the set of objects (cteth€omponents)
present in the image, depending on the context.gllet the underlyingyrid size which is equal to the length
(i.e., height or width) of each unit grid squaregndefined ovefR. It may be noted that the heightand width
w of the planeR are chosen appropriately to suit the requirement ghdivides bothh — 1 andw — 1. Let
a(i, j) be the point of intersection of the horizontal grid lihg : * = i and the vertical grid linéy : y = 7,
where,l;; € H andly € V. It may be observed that, sinegi, j) is a point on the grid with grid sizg, ¢ al-
ways divides andj, i.e.,i (modg) = 0 andj (modg) = 0. LetSyr(4,j), Srr(%,J), SLB(i,7), andSrp (i, 7)
represent the four unit grid sqaures surrounding the comgnidnnodec, and lying at the top-left, right-top,
left-bottom, and right-bottorw.r.t. o respectively, as shown in Fig. 3.

We define a functiorp to construct a binary matrii/, (unit edge matrixthat stores the information regard-
ing the intersection of each of the unit grid edges (of lengtvith the objectZ. It may be noted that the total
number of unit horizontal edges 1%;—1(% + 1), and total number of unit vertical edgesf’i§l(w7_1 +1),
which togetherly decide the size of the unit edge matkik, For example, in Fig. 4h = 25,w = 21, and
g = 4. The number of horizontal edges in each horizontal gridines — 1)/g = 20/4 = 5, and hence the
total number of horizontal edgesisx ((h —1)/g + 1) = 5 x (24/4 + 1) = 35. Similarly, the total number
of vertical edges i§ x 6 = 36. Letd/(7,j + g) be the grid point lying immediate right ef(i, j), ande(«, /)
be the unit horizontal grid edge connectingnd«’ (Fig. 3). Similarly, leta” (i + g, j) be the grid point lying
immediate belowx(i, j), ande(a, @) be the unit vertical grid edge connectingand«”. Then the function
¢, defined as follows, indicates the entry pla@gq, ), je(a,8)), in M. where the binary information about the
intersection of the unit edgg«a, 3) with the objectZ is stored:

, (2/9,7/9), if 3=a;
prea i { (2i/9+1.5/g), 5 =a". W

The above functior is defined in such a way that ensures adjacent entriéé.inorresponding to the four
edges defining a grid square. Further, this helps the evatuat the corresponding entry of the grid square in
M., as shown in Eqn. 3. For example, in Fig. 4, the entried/incorresponding to the horizontal edges of
the line-shaded grid square have been shown in blue, and tdooeesponding to the vertical edges have been
shown in green. For the top horizontal edge of this squarehavea = (16,4) anda’ = (16,8). The entry
place inM. is, therefore, given by2 - 16/4,4/4) = (8,1). For the bottom horizontal edge, = (20,4) and
o’ = (20,8), and so the entry place it/ is (2 - 20/4,4/4) = (10,1). Similarly, the left vertical edge has the
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entry place2-16/4+1,4/4) = (9,1), and the right vertical edge has the entry pl&za6,/4+1,8/4) = (9,2).
The number of rows\/, is given by2 x (h — 1)/g + 1 and the number of columns & — 1)/g + 1. In the
above example, the size 81, is (2-24/4 + 1) x (20/4 4+ 1) = 13 x 6.

Depending on the intersection of the edge, 3) with the objectZ, the corresponding enti/c [i. (o, 3] [Je(a,5)]
is decided as follows:

. . 1, ifedgee(a, ) intersectsZ;
Me[ze(a,ﬁ)”je(a,ﬁ)]: {07 otherwise (2)

Now from the unit edge matrix}/., we construct another binary matrix, called tivdt square matrix M,
having(h — 1)/g rows and(w — 1)/g columns, as follows.

Loif (( Me[2i][js] =1 o
M.[2is +1][js] = 1
Ms[is” 's] = [223 H + 1] = (3)
Me[2is + 2][js]) = )
0, otherwise

It may be observed that, if an entry in the unit square maiy, is unity, then the corresponding unit square
grid in R contains some part of the objeft More precisely, ifM;[is|[js] = 1, then the unit grid square,
formed by the four grid lines (two horizontal and two vertjcaamelyx = gis, z = g(is + 1), y = gjs, and
y = g(js + 1), contains some part df. Furthermore, as evident from Eqn. B[is|[js] = 1 if and only if at
least one amon@/.[2i,][js], Me[2is + 1][js], Me[2is 4+ 1][js + 1], and M, [2i, + 2][5,] is unity, since the object
7 must penetrate at least one of the four edges of the unit gudre in order that it lies inside the concerned
square. For example, in Fig. 4, the entry pla¢é, 1) in M, shown in red, corresponds to the hatched grid
square. Here,; = 4 andj, = 1. The entryM,[2i][js] = M.[8][1] provides the information on intersection
of the top horizontal edge defining the hatched grid squareil&8ly, the entriesM, [2is + 1][js] = M.[9][1],

M. [2is+1][js + 1] = M.[9][2], and M, [2is +2][js] = M.[10][1] provide similar information corresponding to
the left vertical, right vertical, and bottom horizontalged respectively. Since out of these four entried/in
the entries {/.[9][2] and M, [10][1]) corresponding to the right vertical edge and the bottonizbatal edge
are unity, we gef\/,[4][1] = 1.

221 Findingthe Verticesof P(Z,G)

In the proposed algorithm, the candidaturexads a vertex ofP(Z, G) is checked by looking at the combinato-
rial arrangements (w.r.t. object containments) of the fout grid squares having common veriexXFig. 3). It
may be noted that, each of these four unit squares has a l@ntgyat the corresponding locations in tnat
square matrix M, which, in turn, is derived from Egns. 1-3, as discussed ebdhese four entries together
form a2 x 2 submatrix inA/,. Now, there exisR* = 16 different arrangements of these 4 unit grid squares,
since each square have 2 possibilities (‘0’/'1). These ft@ragements have been further reduced to 5 cases
in this algorithm, where, a particular ca€g, ¢ = 0,1, ...,4, includes all the arrangements in which exactly
g out of these 4 squares have object containments (i.e.,ingudiets of the object), and the remaining (i.e.,

4 — ¢g) ones have not. That is, the case in which the sum of the 4rbikeicorresponding entries M is equal

to ¢ is represented bg,. Further, out of these 5 cases, only two cases, na@elgndCs, always represent
vertices ofP(Z, G), and one case, nameBh, may conditionally give rise to a vertex &f(Z, G), as discussed
below.

CaseCy:

In this case, exactly one of the four unit grid squares castabme part of the obje@t W.I.g., letSyr (i, 7)
be the unit grid square that contains some paff,ais shown in Fig. 5. Hence the isothetic cove(Z, G),
will have its one horizontal edge endingeaand the next vertical edge starting framif we consider traversal
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Figure 5: Three possible instances for one of the 4 arrangesnoé caseC, wherea is a90" vertex. The edges
(right edge and bottom edge 6f 1), which would belong tdP(Z, G), have been highlighted and directed to
show their directions of traversal withalways lying at the left.
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Figure 6: An instance of one of the 2 arrangements of Gasevherea is a270° vertex.

along the edges dP(Z,G) in a way such that the region/objeLtalways lies to the left of each edge while
being traversed (shown by the respective arrows in Fig. Bis argument holds for each of the 4 arrangements
where exactly one of the corresponding four binary entrie®} is unity and the remaining three is zero. This
observation leads to the fact thais a90" vertex (i.e. a vertex with0° internal angle) ofP(Z, G), if and only

if ¢ =1.

CaseCy:
Here, exactly two of the four unit grid squares contain paftg. If the two unit grid squares, having object
containments, do not have any unit grid edge in common, dr@gpd will be vertex of P(Z, G). It is easy to
observe that, in casg,, only two different arrangements are possible for whicls a vertex; these are: (i)
Srr(i,j) andSyp(i, ) contain object parts, and (i§.r (7, j) andSrp(i, ) contain object parts. An instance
of arrangement (i) is shown in Fig. 6. It can be shown that,acheof these two arrangementspecomes a
270° vertex, sinceP(Z, G) is considered to be non-self-intersecting, as stated idition (c1) in Sec. 2.1. It
should be carefully observed in Fig. 6 that two differentesyof arrow heads indicate the two possibilities of
formation of edges P (Z, G), sincea may be visited along either of the two possible paths durorgtruction
of P(Z,G), and only the traced one is included in the final solutio®¢T, G).

For all other (four) arrangements wigh= 2, « is just an ordinary point lying on some edgeRfZ, G).

Case Cj:

If ¢ = 3, then out of the four unit grid squares, only one square & fsdnich will have 4 different arrangements.
In each of these arrangements, one of which is shown in Fig. Would be a270° vertex (i.e. a vertex with
270" internal angle).
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Figure 7: A typical instance of one of the 4 arrangements sé€a, wherea is a270° vertex.

For the two other cases, namely c&gand caseC,, it can be proved that can never be a vertex &(Z, G).
CaseC, implies thata is just an ordinary grid point that lies iR \ Z, and can be shown to by lying outside
P(Z,G). CaseC, indicates thatv is a grid point that either lies ifi, or lies in a hole ofZ and is surrounded by
parts ofZ in all four unit grid squares with common vertex whencex can be shown to be a grid point lying
insideP(Z,G).

222 Storingtheverticesof P(Z,3G)

It is easy to see that there are two types of vertices of thtésic polygon,P(Z,G): 90° vertex (obtained
from caseC,), and270° vertex (obtained from casg, and case€C3), whose nature are discussed in Sec. 2.2.1.
During the process of extraction of these vertices, eachashtis dynamically inserted simultaneously in two
temporary link lists,L, and L, such thatZ, always remains lexicographically sorted in an increasirtgio
w.r.t. = (primary key) andy (secondary key), and, always lexicographically sorted in an increasing order
w.r.t. y (primary key) andr (secondary key). In addition to the grid coordinates of ¢heartices, one bit
(type-bi) is stored for each vertexin L, and inL, to denote its type (‘0’ denotes%’ vertex and ‘1’ denotes

a270° vertex). Furthermore, when the fig° vertex (u§0)) is detected, the way in which its two edges should
be traversed, such that the objé&dies left during traversal, is decided and stored accolgingfter extraction

of all the vertices, the link listé,, and L, are processed, starting from any one of #h& vertices, in order to
construct the isothetic polygonal covét(Z, G), as discussed in Sec. 2.2.3.

2.2.3 Congtruction of P(Z,G)

The construction of the isothetic polygonal covB(Z, G), starts fromugo), which is the start vertex, as dis-

cussed in Sec. 2.2.2. It may be noted that, considerin@zifyvertex as a start vertex is risky, since that vertex
may be derived as a result of caSe, which has a dubious nature, as discussed in Sec. 2.2.1lastdated in
Fig. 6. Further, if, for example, the isothetic cover is neeerectangle, then there exist” vertices and there
does not exist ang70° vertex. Hence a vertex with internal anglé” should always be considered as a start
vertex.

Now, if the outgoing edge frorm%o) is vertical and directedipwardstop (as shown in Fig. 5, then the
preceding vertex in the list, is the next vertexp,..:, of P(Z,G), since the points i, are ordered w.r.t.

x. Similarly, if the outgoing edge from§0) is vertical and directedownwardsthen the succeeding vertex in
the list L,, becomes the next vertex,..;, of P(Z,G). For the other two possible arrangements, the decisions
are similarly taken, and,.,; is obtained usind.,,. Oncev,,; is found, then depending on the type-bit (‘0’ or

‘1) of wveqt, the outgoing edge from,,..; is decisively selected using the rule tHatlways lies left during

traversal, and the process continues until the start vef?éjs reached (after traversing the incident edge@f

as the last edge 0?(Z, G)). In this manner, the isothetic polygonal covers for alltbenected components of
7 can be constructed.
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2.3 Shape Code

Let V;; be the ordered set of vertices for thih polygon P,; in P(Z,,G) = {P,;};-, corresponding to
the rth digital imageZ, in a binary image database = {Z,}V, containing N images. Now, inV,; =

(v S), ,(f), - ,vﬁ?”)>, consisting ofn,; vertices, each vertexﬁi will be either a90° vertex or a270° vertex,
depending on the object containments in the four unit griddgants incident atﬁ’f) Further, in the set,.;,
there will be always at least org®” vertex that will have object containment in its bottom-tigit-grid-

guadrant and the other three quadrants free. One such verselected as the “start vertex” to generate the

shape code aoFf,;. W.l.0.g., Ietv( ) be the start vertex iw.;.
It may observed that, any two consecutive vertice¥ inwould form either a horizontal edge or a vertical

edge of ;. Hence, if(m[vg)],y[vg)]) be the coordinates of thgh vertex inV;, then the distance (edge
length) between two consecutive verticed) and v in V;, is given by either‘x[vﬁf)] - x[v£?+1)]‘ or

’y[ 8 ylw (k“)]‘,whichever is non-zero.

Now, in the counter-clockwise enumeration of the verticesq, starting from the start vertexg), the
length of each edge and the type of the destination vertelxeoétige are stored in eight-bit (one byte) repre-
sentation, where the two most significant bits are resersethe two types of vertice9(" and270") and a

false vertex {80°) which acts as a continuity flag for a long edge whose lengththide represented in more
than 6 bits. In general, #(v (k) v(kH)) denotes the edge from the verte}? to the next vertex;(k“) the

T‘Z’ T

latter being the destination vertex, then the two most Bignit bits are 01” if type (v (kH)) 90, or “11”
if type(vStY) = 2700, Further, if|e(v(, o*")| denotes the edge length betweefi andv*", and

7‘27 7‘2

|(v(-) k) )| > 2% — 1 = 63 grid units, then the problem of bit overflow is resolved by ingkhe two most

re U

significant bits to be 10” (indicating 180") and the overflowing bits are put to the next byte until theérent
length of the edge is stored in the corresponding bit reptatien.

As an example, ife(v'") v¥ V)| = 184 and typév 1) = 2709, then the code foe(v(", v" V) needs
16 bits; and the 16-bit code for this edge would hedooom 10111000".
The shape code for the polygadn;, having the ordered set of verticks; = <vf121.),v7(3), e ,vg””)>, there-

fore, can be obtained as follows:

SC(Briyg) = 2oyl (bsbr) 2 fe(ul 012

(bsbr) O e (D w2 ... "
(b8b7)£€n"‘l) |6(U£7Lri_1) , ,U7(.ani) ) |’

where,(z[v S)],y[ (1)]) gives the start (first) verte>(b8b7)( ) denotes the two (most significant) bits repre-
senting the vertex type of the second verté? le(v )| the length of the edge from the first vertex to

the second vertex; and so on.

T‘Z’ T‘Z

2.4 Multigrid Shape Code

The shape code of a tight isothetic polygon for an objectifected component) in a given uniform (square)
grid G = (H, V) depends not only on the shape of the object but also on théngpaicthe grid lines. Higher
the separation between the grid lines, lower will be the derity (number of vertices) of the tight isothetic
polygon (and its shape code, there of) containing the obpad also lower will be the visual perception
about the underlying object from its isothetic polygon. @a tontrary, as the grid lines become denser, the
corresponding isothetic polygon becomes more meaningifilexpressive, thereby facilitating the process of
recognizing the underlying object.

In order to achieve a fast preliminary result on resemblaricgbject shapes, therefore, sparsely separated
grid lines with large unit grid squares are used to genetetesthape codes of objects. Shape codes for denser
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(@) g =16. (b)g = 8. (c)g = 4. (d) original.
MUSC{5) (0) (11000001)(01000010)--- (01000110)(0®) > end of 1st polygon

(7) (2) (01000010)(01000001)- - - (01000010)(0%) > end of 2nd polygon

(12)(7) (11000001)(01000001)- - - (01000001)(0%)(0%) > end ofg; = 16

(13)(1) (11000001)(01000011)- - - (01000110)(0®) 1> end of 1st polygon

(11)(4) (11000001)(01000001)- - - (01000111)(0®) > end of 2nd polygon

(12)(22)(11000001)(01000001)- - - (01000001)(0%)(0%) > end Of gy — 8

(25)(44)(11000001) (01000010)- - - (01000010)(0%) (08) & end ofgs — 4

Figure 8: A sample logo image and its tight isothetic polyagaovers representing the corresponding 3LC.
Each byte (8 bits) has been shown in parentheses for clanitiythe coordinates of start vertex of each polygon
have been underlined. Ther-axis is considered from left to right, and thej-axis from top to bottom.

grid lines with smaller unit grid squares, on the other hame required for finer and accurate checking between
objects with similar shapes as certified from grid boxes witfher sizes. Hence shape codes of the tight
isothetic polygons are generated for an image for diffeggitt sizes. Isothetic polygons, as interpreted and
realized from their shape codes, have been shown for a sdogglemage in Fig. 8 for illustration. It may be
observed in Fig. 8 how the underlying objects become morenzoré revealing as the grid size (separation of
grid lines) goes on decreasing from 16 in Fig. 8(a) to 4 in B(g).

Now, TheMultigrid ShapeCode (MuSC) for the imag€.. is given by the concatenated ordered sequence
of the shape code$'() of the objects (connected components) in the image, whieygeawith zero value (i.e.,
each of its eight bits i8) marks the end of the shape code of a single polygon, and teaessive zero-valued
bytes indicate the end of the shape codes of all the polygore articular grid configuration. Hence, U3C
for the imageZ, is given by:

MU’SC(ZT) = SC(ZM gl) 016 SC(IT7 92) 0'6 ...0l0 SC(IT7 ga)a (5)
where,a. numbers of different grid separations, ranging frgmo g, have been used to generate the above
MuUSC. The shape codeC'(Z,, g) of the imageZ, for a grid sizeg, g1 < g < go, Which has been used in the
above equation to obtait/ uSC(Z,), is as follows:
SC(ITyg) = SC(PTlag)OSSC(PT2ag)O8 O8SC(P7'nrag) (6)
It may be noted that, since images in a dataliaseay have nonuniform sizes, all imagedirare normalized
to the size ofu x p before finding their MUSCs. In our experiments, we have consideted 256 pixels.
2.5 Image Retrieval using MuSC

Let Q be the query image. At first the multigrid shape cdde.SC(Q) of Q (for grid sizesg from ¢; to
Jo) Is Obtained as shown in Eqn. 5. It may be noted that, for amge, M uSC(Z) represents the highest
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level description of all the tight isothetic polygons capending to the object(s) present in the im&gor
increasing grid resolution fromy to g,. Hence, we resort to the next (lower) level description @hdaothetic
polygon in the process of retrieval as follows.

For each database ima@g an ordered list, namell(Z,, g1 ), containing (pointers to) the vertical edges of
all its isothetic polygons corresponding to the grid sjzeis prepared usingC(P,, g1) (whose form being in
accordance with Eqgn. 4). It may be noted tK&t (P, , g1), in turn, is extracted from its multigrid shape code,
MuSC(Z,) (given in Eqn. 5). The list.(Z,, g;) containsH; = p/g; pointers corresponding th = 1 to
h = Hi, sincey is the height of the normalized image. The salient pointsiatie structure of.(Z,, g;) are
as follows:

— the pointerL(Z,, g1)[h] points to a linked list containing those edgesSdf(P,, g1 ), each of whose upper
vertex hagj-coordinate =h.

— each node in the linked list pointed frobiZ,, g1 )[h] represents a vertical edgéu, v) (with h = y[u] <
y[v] andz[u] = z[v]) of SC(P,, g1), and contains (i}[u], (i) y[u], and (iii) y[v], which are required in
the subsequent steps of the retreival process.

— in the linked list thatL(Z,., g1 )[h] points to, the edges (nodes) are sorted in ascending ordéeinf
x-coordinates (of upper vertices).

Asimilar list, L(Q, g1), is also prepared for the query ima@eo find out the similarity between the isothetic
polygon(s) ofQ and those of,. for grid sizeg;. In order to do this, we construct a binary matiik(Z,, g ),
having sizeH; x Hy, consideringg = g; andH = H; in Egn. 7. A similar matrix, namely/(Q, ¢1), is also
being constructed fo@ using Eqn. 7, and these two matricég,Z,, g;) and M (Q, g1), are used to find the
Hamming distancd. (M (Z,,¢1), M (Q, g1)) between the isothetic polygons of database intagend those of
the query image corresponding to grid sizg, consideringg = g; andH = Hy in Egn. 8.

1, if {e(u,v) € L(Z;,9) : ylu] < h < y[v] AND z[u] < w}| is odd;

M(Zr, g)lwl[P] = 0, otherwise 7)
forl <w,h < H.
H H
L(M(Z,,9),M(Q,9)) = > > IM(Z,g)[w][h] — M(Q, g)[w][h]] (8)
w=1 h=1

It is evident from Eqn. 7 and Eqn. 8, if the Hamming distadic@\/ (Z,., g1), M (Q, g1)) is small, then the
imageZ, is a probable candidate for a successful retrieval corretipg to the query imag€®. Hence the
images with lower values of Hamming distance are considenedby one for next grid size .

It may be noted here that the construction of isothetic pmiggand the derivation of the shape codes from
them and their usage in image retrieval do not involve anytifiggpoint computation (only comparisons and
additions), thereby making the process very fast.

3 Resultsand Discussions

We have used two sets of binary images for our experimentdatabase D1 of 1034 logo images, received on
request, from Prof. Anil K. Jain and Aditya Vailya of Michig&tate Univ., USA, and (ii) database D2 of 110
logo images collected from the Internet.

The proposed method is implemented in C on a_8lima 510, Sparc233 M H z, the OS being the SunOS
Release 5.7 Generic. The results of the experiments dongecabbve two sets of image database are shown
in Table 1. All the images are normalized to s¥& x 256. The table shows the amount of storage (in bytes
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Query image

1]

DB

@)g=16 (b)g=28 (c)g=4 (d) original

Figure 9: The results of querying the database with the gueage shown. The images in each column are
ordered from top to bottom in increasing hamming distancédendifferent columns correspond to different
grid sizes.
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Figure 10: Shape codes extracted at low grid sizes (i.e.d2aaid in object visualization.

as well as in percentage) required for the shape codes feratit grid sizes. It also shows the average CPU
time (per image) required to construct the shape code. Dhnage requirement is remarkably lower for coarse
grids compared to finer grids, as in a finer grid the shape isiceghin detail. The shape codes for grid sizes
16, 8, and4 are sufficient to produce good retrieval results and the sbtaage required is approximately
percent. On the other hand, fbetter visualizationthe shape codes of grid si2eor 1, depending upon the
quality requirement, will be sufficient, consuming oslpr 16 percent of storage. It may also be noted that the
CPU time requiremendecreasegappreciably with thencreasinggrid size, which demonstrates the speed and
efficiency of the proposed technique.

In Fig. 9, the retrieved images on thasis ofshape codes for different grid sizes are shown. It may be
noticed that the ranking of the retrieved images gets refimiéld the denser grid. For object visualization,
shape code of grid size 4 gives a fairly good idea about thecebHowever, for better quality visualization,
the shape code of grid size 2 or 1 may be required, as showgii@i

4 Conclusion and Futureworks

This work introduces a novel technique for determining thdtimesolution shape codes of a binary image
using the classical properties of isothetic polygons. Afieht retrieval scheme is designed and implemented

Table 1:Results é&verage storage and CPU time per imjdge databases D1 and D2

D1 (1034 images) D2 (110 images)

Storage required CPU Time || Storage requiredq CPU Time

| grid size | bytes| % | millisecs. bytes| % [| millisecs.
16 51363| 0.60 22.10 456 | 0.05 25.17

8 126113| 1.49 31.04| 12338| 1.37 34.79

4 298943| 3.53 52.40| 32038| 3.55 64.85

2 677208| 8.00 105.97| 71532| 7.93 123.32

1 1422700/ 16.80 227.70|| 151296| 16.78 265.96

[ Total |[ 2576327] 30.41]  439.21] 267660] 29.70]]  514.07|
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to demonstrate the power and versatility of such shape cadespective of database size and diversity. The
hierarchical definition of shape codes defined over grid gondition of increasing resolution has an inherent
property of capturing the topological features of an imagaear-optimal number of iterations, which shows
the elegance and strength of the algorithm.

The proposed method produces a very effective indexingnsetfer binary logo image databases, as ob-
served in our experiments on two different databases, apdrincular, for object type of images. It may not
however produce good results for other databases like hfacannatural scenes, etc. For gray scale images,
proper adaptation of this technique, such as Euler Veclpnidy yield desired results, but this area needs fur-
ther investigation. Experimentation on storing the shagmes for minimization of bits is another area which
is presently under research and would be reported in soraeefpublication. Other efficient algorithms for
identifying isothetic polygonal covers are also being Eddecently [5].
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