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Abstract 
Three-dimensional (3D) human body reconstruction and modeling from two-dimensional (2D) images is a 

topic of great interest and research but still remains a difficult problem to solve. Volumetric based methods are 
commonly used to solve this type of problem. With those methods, from a turntable image sequence of an 
object, a 3D model can be built. The final goal of the work presented in this paper is to reconstruct all-round 3D 
models of external anatomical shapes with good accuracy and photorealistic appearance, using a single off-the-
shelf camera and a volumetric method. 
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1 Anatomical shapes 3D reconstruction 

3D imaging of real objects has become a strong research topic in Computer Vision, mostly due to the 
increasing improvements done in different computational resources. Particularly, 3D reconstruction of 
anatomical shapes promises to open a very wide variety of possible applications like in medicine, virtual 
reality and industry, among many others. 

3D geometric reconstructions of the human body were initially developed for ergonomic purposes in the 
automotive and aeronautics industry [37]. In those days, the used models consisted of a simple articulated 
skeleton to define human posture, with the body being represented by simple geometric primitives, such as 
cylinders or parallelepipeds [7]. Currently, 3D models of anatomical shapes are much more realistic and are 
usually built using contact, range- or image-based methods. 

A briefly review on several reconstruction methods of anatomical shapes is given in the next sub sections. 
Then, in section 2, are pointed out usual classification criteria for some camera calibration methods, 
indispensable for accurate 3D reconstructions. Afterwards, in section 3, a succinct explanation of the 
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methodology followed in this work is given. The conducted experiments, results and their analysis are 
presented in section 4. Finally, section 5 presents the main conclusions and future directions of our work. 

1.1 Contact methods 

Contact methods mean the use of some kind of devices that are in touch with zones of the human body. 
Main disadvantage of these methods is that, as the probe device must touch the skin, some deviations in the 
results could appear, because of the referred mechanical contact. Moreover, the data acquisition can be very 
time consuming and biologically unsafe; for example, a contact with damaged skin can cause an infection 
[18]. Nowadays, in the class of contact methods for human body 3D reconstruction, the use of fluids, such as 
water, has been considered a better alternative to the employment of mechanical devices [11]. 

1.2 Range-based methods 

A range image is a collection of distance measurements from a well known 3D reference coordinate 
system to surface points on the object to be reconstructed. Usually, high quality 3D models of a static human 
body are obtained using commercial scanners based on this principle. Generally, these devices are expensive 
but easy to handle and the 3D reconstruction process is considerable fast [30]. 

Laser scanning, (e.g. [20, 41, 45]) and structured light pattern methods, (e.g. [5, 40, 49]) are the range-
based technologies most widely used to build 3D human models. Main contribution factors of these methods 
are their precision and simplicity of use. Another factor is the wide range of software packages available to 
process and edit the acquired data in order to build a 3D model for the object involved and then to determine 
characteristic measures on the same. 

These methods are generally based on the triangulation principle [14] and can provide millions of points, 
often supplied with the related colour information as well. Acquisition time depends on the size of the object 
to be reconstructed and on the technology employed. However, these methods usually require for the object 
to remain stationary during the acquisition process. Thus, it is difficult to obtain stable reconstruction results 
of the human body, as humans always move, even slightly, during the data acquisition [26]. Other common 
drawbacks of these systems are the possibility of missing data points; namely, where the laser or projected 
pattern is occluded, and erroneous reconstruction data due to specularities of the objects surfaces [9]. 

1.3 Image-based methods 

Other usual 3D static human reconstruction methods are image-based. They are an alternative and less 
expensive solution based on image measurements. Images to be used in the 3D reconstruction process can be 
acquired from video sequences or from photo-cameras. 

1.3.1 Multi-view geometry 

Multi-view geometry consists on reconstructing the 3D shape of an object from correspondences 
established along the image sequences acquired from different viewpoints, (Figure 1). 

Multi-view geometry is considered an evolution of stereo-based methods, where only two images are 
used: first, correspondences between points in both images are established (matched) and then their position 
in 3D space is determined by triangulation [15]. Unfortunately, the first matching step is far from having an 
easy solution. Firstly, if the object to reconstruct has a smooth surface and low or constant texture, feature 
extraction may be incorrect, or even impossible to be established, since the local appearance is the same for 
every neighbourhood of the possible features to be matched. Secondly, matching correspondence cannot be 
established by just comparing local image measurements unless the object has a Lambertian surface; that is, 
its appearance does not change significantly along the consecutive viewpoints considered. To overcome 
these difficulties, variations and improvements to the original method appeared. The most common is the use 
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of stereo-photogrammetry, in which the human body is “marked” with artificial fiducials (e.g. points) (e.g. 
[6, 33]). 

 

Figure 1: Given the correspondences between pixels ,  and , i.e., the projections of the same 
3D point , the 3D coordinates of this point can be obtained by intersecting the optical rays that 

pass through the camera centers ,  and  and respective image points ,  and  
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1.3.2 Volumetric methods 

Previous image-based methods often fail to reconstruct objects with complicated shapes, like the human 
body, essentially because of its high level of smoothness [47]. Thus, volumetric methods appeared recently 
as a versatile alternative for object 3D reconstruction, mainly for smooth objects [21]. 

These new methods are also image-based and are characterized by the use of a volumetric representation 
to describe the objects to be reconstructed [27]. Thus, the final reconstructed model is an aggregation of 
elementary volumetric primitives (e.g. voxels), representing a volume in the 3D space, where each 
elementary volume has the corresponding photogrammetric properties of the real object involved. 

The first volumetric methods proposed were based on the visual hull concept [23] and denominated as 
shape-from-silhouettes methods. They build 3D models of the objects through the interception of conical 
volumes defined by the objects silhouettes in the acquired images and the associated image projection 
centres (Figure 2). Silhouette images can be easily extracted if the images are acquired in a controlled 
background setup. Models accuracy depends on the number of views used, the positions/orientations of each 
viewpoint, the calibration quality and the objects complexity. Unfortunately, these methods cannot deal with 
objects concavities and an accurate camera calibration procedure is required. 

Some work examples for 3D human body reconstruction using image silhouettes can be found, for 
instance, in [10, 36, 44]. 

 

Figure 2: Visual hull of an object obtained from two viewpoints  and  1C 2C
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Volumetric methods evolved in a way to test if each voxel belongs to the object of interest by using 
photo-consistency criteria. As an example, we can find the Space Carving reconstruction method presented 
in [22]. With this method, the resulting 3D model is based on photo hull that it is defined as the largest 
volume of voxels that are photo-consistent along all viewpoints considered (Figure 3). Voxels photo-
consistency is checked statistically: a voxel is considered consistent if the mean deviation of the pixels color, 
which results from the voxel image projection, is below a predefined threshold level. One problem with this 
method is the determination of that threshold value, which is often obtained through experimentation until 
reasonable results are obtained. Usually, a low threshold level is suitable for areas with low texture, while 
highly textured areas or with sharp edges need higher threshold values. 

 

Figure 3: If a voxel belongs to the object surface, it will reproject the same color on all viewpoints 
were it is visible (left); however, if the projections of a voxel have different colors in some 

of the viewpoints, it is photo-inconsistent and, consequently, 
should not belong to the object surface (right) 

In this work we followed the Generalized Voxel Coloring (GVC) method [34], which was derived from 
the Voxel Coloring method proposed in [32]. GVC allows configurations in which the camera used surrounds 
the objects completely, so all of the objects surfaces are visible in at least one image and therefore can be 
totally reconstructed. In GVC, voxels colour-consistency is checked over the entire set of input images on 
which they are visible, so the 3D models built can be more accurate, more realistic and better projected 
according to new viewpoints. 

From a reconstructed volumetric model, a polygonal surface approximation can be built using, for 
example, the Marching Cubes algorithm [25]. Basically, this algorithm extracts a polygonal surface from the 
volumetrical data. Thus, it proceeds through the voxelized model, and, for each voxel, it determines the 
polygon(s) needed to represent the patch of the isosurface that passes through the referred voxel. 

1.3.3 Model-based methods 

Model-based approaches are now very common, in particular for monocular image sequences or range-
based methods. For example, the use of these model-based approaches is widespread in graphic 
communities, especially for animation purposes, where the goal is to build dynamic 3D models or for 
tracking a moving person. Generically, model-based methods use a prior knowledge of the objects geometry 
in order to constrain the shapes recovery process in the presence of visual ambiguities. Thus, they can reduce 
the influence of noisy, sparse or outlier data in shape 3D reconstruction, providing therefore more accurate 
3D models [28]. 

For human 3D reconstruction, these approaches use a pre-defined human model or training data as 
reference to constraint or guide the interpretation of the image data acquired. Such models should support for 
a broad variety of possible poses, while being adaptable to different human shapes. At the same time, the set 
of parameters to describe the models pose should be kept as small as possible, because each additional 
parameter increases the dimensionality of the problem involved [19]. 

 25
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2 Camera calibration methods 

Camera calibration tries to find the map between the 3D world and the 2D image plane. Assuming a 
perspective projection model, camera calibration means the determination of intrinsic and extrinsic camera 
parameters. Usually, calibration methods that require a calibration pattern, a special object with well known 
3D world coordinates, are applied off-line. They can be classified according to a number of criteria [12]: 

• Linear versus nonlinear: 

• linear methods (e.g. [1, 17]): they use linear equation systems to determine the camera parameters; 
although fast and easy to implement, they are not suitable for applications where good accuracy is 
required or when the lens distortion needs to be modeled; 

• non-linear methods (e.g. [8, 16, 39, 48]): the camera parameters are obtained through iteration 
methods; although slower than the previous ones, they can calibrate nearly any model and the 
accuracy usually increases by increasing the number of iterations; these methods require a good 
initial estimate, commonly obtained using linear methods, in order to guarantee the numerical 
convergence. 

• Implicit versus explicit: 

• implicit methods (e.g. [3, 8, 48]): the camera is calibrated without explicitly computing its 
physical parameters; although the results can be used for 3D measurement and generation of 
image coordinates, they are useless for camera modeling as the exact values of some camera 
parameters are not estimated; 

• explicit methods (e.g. [4, 16, 39]): all physical camera parameters are obtained. 

• One single optimization versus multistep: 

• one single step (e.g. [3, 8]): for each cycle of the resolution process, all camera parameters are 
updated; 

• multistep (e.g. [4, 16, 39, 43]): in each step, a distinct subset of the camera parameters are 
obtained, using the initial estimates for those parameters already determined; good initial estimates 
can be quickly determined assuming some simplifications on the camera model, which will be 
progressively improved in the next optimization step. 

• Planar versus non-planar: 

• planar (e.g. [4, 39]): when all the 3D points of a calibration pattern belong to same plane; thus, the 
inaccuracy of the points coordinates is reduced, since one of them is null; 

• non-planar: within this group, are the methods that require to know the relation between the 
different planes (usually, they choose to use a dihedron, that is, when the planes make an angle of 
90º between each other – e.g. [3, 8, 16, 39]) and the methods that do not need to know the relation 
between the planes positions (usually, they can be image acquisitions of the same planar pattern in 
different space positions – e.g. [46, 48]). 

3 Used methodology 

Figure 4 summarizes the methodology followed in this work for the 3D reconstruction of anatomical 
shapes from turntable image sequences using a single off-the-shelf camera. First, for each object to be 
reconstructed, two image sequences are acquired: 

• a first one, by moving a planar chessboard calibration pattern freely in 3D space; 
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• and a second sequence, with the object to be reconstructed placed on a simple turntable device, with 
the same chessboard pattern beneath it; keeping the camera untouched, the second sequence of 
images is acquired, by spinning the turntable device until a full rotation is performed. 

No restrictions are made on the number of images to acquire, neither is it necessary to know the rotation 
angle between two consecutive images of the second image sequence. 

Even when the scene background has low colour variation, the photo-consistency criterion considered 
may not be sufficient for correct 3D reconstructions [31]. Also, since the used calibration pattern rotates 
together with the object to be reconstructed, it will not be considered has background and, consequently, will 
be reconstructed as if it belongs to the object. Thus, on the second image sequence, the segmentation 
between background and object is performed. For that, we use some basic image processing algorithms: a 
Sobel operator is used to detect the object contours; these are then dilated and the interest regions are filled; 
finally, erosion and opening are applied, in order to remove false regions and to smooth the silhouettes 
found. 

 

Figure 4: Methodology followed in this work to obtain the 3D model of objects 
from image sequences 

The camera was calibrated using Zhang’s calibration algorithm, [48]. Thus, intrinsic parameters (focal 
length and principal point) and distortion parameters (radial and tangential) were obtained from the first 
sequence. Then, using the second sequence, the extrinsic parameters (rotation and translation) were 
determined, for each viewpoint to be used in the reconstruction process. 

Using the second image sequence and associated silhouette images, combined with the parameters 
determined by the calibration procedure used, the objects models are built using the GVC method 
implemented in [24]. 

Finally, the volumetric models are polygonized (smoothed) using the Marching Cubes algorithm [25]. 

4 Experimental results 

This method was tested on three objects: a wooden doll (Figure 5), a human hand model (Figure 6) and a 
human torso model (Figure 7). This allowed testing of the methodology on objects considerably different in 
size and shape. For the doll and torso objects, a chessboard pattern with 10 15×  squares was used, each 
measuring 24 mm by side. For the hand model object, the chessboard pattern had 6  squares, each 
measuring 30 mm by side. By using different calibration patterns, their influence on the accuracy of the 
calibration results was tested and, consequently, on the 3D reconstruction of the considered objects. All 
images were acquired with an off-the-shelf CCD camera. 

8×

4.1 Calibration results 

The accuracy of the calibration results obtained was analyzed in two ways: by measuring the reprojection 
error of the calibration pattern points into all images of the second image sequences (Table 1) and by 
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building a 3D graphical representation of the obtained camera extrinsic parameters (Figure 8). In these 
results, it can be noticed that the number of squares of the calibration patterns used strongly influences the 
accuracy of the calibration results obtained. 

4.2 Segmentation results 

The efficacy of the segmentation method used enabled to obtain good silhouette images for all considered 
objects (Figure 9). This is of high importance, since the silhouette information is used on the first test to 
define if a certain voxel belongs or not to the surface of the object under reconstruction. Only after a voxel 
has passed this test can the photo-consistency criterion be applied. 

 

Figure 5: Three images of the first image sequence (top) and 
second image sequence (bottom) for the doll case 

 

Figure 6: Three images of the second image sequence for the parallelepiped case 

 

Figure 7: Three images of the second image sequence for the torso case 

Standard deviation of the 
reprojection errors 

(in pixels) Object 

x y 
doll 0.21 0.63 

hand model 0.43 0.87 
torso model 0.16 0.61 

 28



T. Azevedo et al. / Electronic Letters on Computer Vision and Image Analysis 7(2):22-34, 2008        

Table 1: Errors of the reprojection of the pattern points into all images of 
the second image sequences 

 

Figure 8: From left to right, graphical representation of the camera extrinsic parameters 
for the doll, hand model and torso model objects 

 

Figure 9: One result, per object, of the silhouettes segmentation step: on the left, the original images; 
on the right, the obtained segmented images 

4.3 Carving results 

With the second images sequences and respective silhouette images, combined with the camera 
calibration parameters, all objects models were successfully built, polygonized and smoothed, as it can be 
seen in Figure 10, Figure 11 and Figure 12. As noticed in Figure 12, the torso object was not completely 
successfully reconstructed. One possible reason for this may is the reflection of the calibration pattern on the 
surface of the torso. As consequence, the inferior volume of its reconstructed 3D model is not very accurate, 
both in terms of shape and colour (Figure 12). 

 

Figure 10: Two different viewpoints (by row) of the 3D reconstruction obtained for the 
parallelepiped case: on the left, original images; on the centre, voxelized 

3D model and on the right, polygonized 3D model 
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Figure 11: Two different viewpoints (by row) of the 3D reconstruction obtained for the 
hand model case: on the left, original images; on the centre, voxelized 

3D model and on the right, polygonized 3D model 

 

Figure 12: Two different viewpoints (by row) of the 3D reconstruction obtained for the torso model case: 
on the left, original images; on the centre, voxelized 3D model and on the right, polygonized 

3D model. On the second viewpoint, a close-up view of the lower part 
of the object and of the reconstructed 3D model 

From the voxelized 3D model obtained, some geometrical measures can be determined: height, length 
and width, for example. Figure 13 resume these values for all reconstructed objects and compares them with 
the real ones, manually obtained using a simple ruler. 
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Figure 13: Comparison of some real and measured geometric characteristics 
obtained from the reconstructed 3D models 

The robustness of the GVC method was verified using the hand model object, which has high curvature 
surfaces, a hard challenge for most reconstruction methods. The test was to reduce the number of images 
used in the reconstruction process. Initially, 12 images were acquired for the second sequence of all objects. 
Removing just four images (front, back, right and left side images), the hand model object was again 
reconstructed. Comparing the obtained 3D model with the previous one (Figure 14), a reduction in its 
accuracy is evident, especially due to the fingers poor differentiation. 

 

Figure 14: Same viewpoint of the reconstructed (voxelized) 3D models of the hand object. 
On the left, the 3D model obtained using all 12 input images; on the right, the 3D 

model obtained using just 8 images from the original input image sequence 

5 Conclusions and future work 

The quality of the obtained 3D reconstructions is highly dependent on the accuracy of the results of two 
phases of the methodology used: camera calibration and silhouettes segmentation. Also, the complexity of 
the objects shape and the reflectance of their surfaces are aspects that must be taken in account for more 
accurate 3D reconstructions. However, the results obtained were relatively good and suitable for many 
existing applications, both in terms of shape and appearance. Thus, we can conclude that this methodology is 
capable of obtaining adequate 3D reconstructions from images of static objects that can be considered in 
many nowadays applications. 
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Some of our future tasks will be the computational implementation of an auto-calibration method (e.g. [2, 
13, 38]) and of a methodology for the 3D reconstruction of non-rigid objects (e.g. [42]). Also, some of our 
attention will be concerning in the implementation of a coarse-to-fine/multi-resolution approach, like it is 
done in [29, 35]. 
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