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ABSTRACT

We prove that the Morrey space is contained in the space ¢ Mo of functions
with bounded central mean oscillation, explaining in this way the dependence
of cmo? on ¢q. We aso define a natural extension of cm 0?2, to prove the
existence of a continuous bijection with central Carleson measures of order .
This connection is further studied to extend and refine duality resultsinvolving
tent spaces and Hardy spaces associated with Herz-type spaces. Finally, we
prove continuity results on these spaces for general non-convolution singular
integral operators, including pseudo-differential operators with symbolsin the
Hormander class 57, p<1, and linear commutators.

* Thiswork was done while the third named author was a post-doctoral fellow at New Mexico State University
supported by UNAM, México.
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1. Introduction

In his monumental papers, “Generalized Harmonic Analysis” [31, pp. 148, 159], and
“Tauberian Theorems” [32, pp. 80, 91], Norbert Wiener looked for ways other than
the O and o symbols to describe the behavior of a function at infinity. To this effect,
he considered several alternatives, for instance

| VN

— |f(x)|” dz is bounded for large T,

I l/T|f< J2dz =0
1mT T =0,

-T
1
Tl—a

T
/ |f(z)|dz is bounded for some « € (0,1) and every T' > 0.
0

Wiener also observed that these conditions are related to appropriate weighted L4
spaces.

A. Beurling [5] extended these ideas looking for a more general setting in which
the Wiener-Lévy Theorem and the Wiener Approximation Theorem still hold. So,
Beurling defined a pair of dual Banach spaces, A? and B, 1 /q+1/¢" = 1. More
precisely, A? is a Banach algebra with respect to the convolution, expressible as a
union of weighted LY spaces. The space B7 s expressible as the intersection of
weighted LY spaces, or equivalently, it is the space of functions bounded in the
central mean of order ¢’. C. Herz [18] further generalized the space AY, into the
space AP'¢, depending on a second parameter p.

H. Feichtinger [13] observed that the space BY can be described by the condition

110 = sup (27579 fxa], ) < o0 (1.1)
k>0

where X is the characteristic function of the unit ball {x € R™ : || < 1}, x is the
characteristic function of the annulus {m eR™: 2k 1 < 2| < 2’“}, k=1,2,3,... and
[[Il, is the norm in L?. Actually, this observation is a special case of much earlier
results of J. Gilbert [16].

By duality, the space A%, appropriately called now the Beurling algebra, can be
described by the condition

o0

1F1Laa =D 25 1 fxll, < oo (1.2)

k=0
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Chen and Lau [9] (see also Garcia-Cuerva [14]) introduced an atomic space H A4
associated with the Beurling algebra A4, and identified its dual as the space CMO?
defined by the condition

1/q
sup 1 \f — frl|%dz / < 00 (1.3)
r>1 \ |B(0, R)| Jp(o,r) f '
where B(0,R) = {zx € R" : |z| < R}, |B(0, R)| is the measure of B(0, R) and fr =
m I 0.R) f(x)dx. Tt is clear that CMO? contains both BMO and B?. Chen
and Lau [Qﬁ showed by means of a counterexample that C M O? depends on ¢. This
observation establishes a dramatic difference between CMO? and BMO. On the
other hand, both spaces are duals of atomic spaces. Furthermore, Chen and Lau [9]
and Lu and Yang [25] showed that functions in CMO? are related to a notion of
central Carleson measure in the same way that functions in BMO are related to
classical Carleson measures. So, CMO? exhibits both similarities and differences
with respect to the space BMO.

In recent years, several authors have extended and studied these and other
related spaces and have considered the action of various operators on them. We
mention, for instance, the work of J. Garcia-Cuerva [14], J. Garcia-Cuerva and M.
J. Herrero [15], S. Lu and D. Yang [24], [25], [26], [27], X. Li and D. Yang [23], J.
Lakey [22], E. Herndndez, G. Weiss and D. Yang [21], L. Grafakos, X. Li, and D.
Yang [17].

The main purpose of our paper is to make precise and extend several properties
pertaining to the spaces B?, CMO%, and H A1.

In Section 3 we prove that the Morrey space is contained in B¢. This obser-
vation explains why CMO? depends on ¢ [9]. In fact, it was proved in [1] that the
distribution function of functions in the Morrey space, in general, decays at infinity
not better than ¢t~ for some appropriate exponent v > 0. Thus, from this point of
view, we can say that B? and BMO are roughly the bad part and the good part of
CMO1.

In Section 4 we investigate duality results at two levels. Downstairs, that is
to say in R™, we consider Herz-type spaces AL*® and their associated Hardy spaces
H AP~ In this context, we need to define the following extension of (1.3),

1/2
1 2
sup inf —/ flx) —c|" dx < 0 14
R>166C<\B(0,R)|1+2)‘ B(O,R)‘ (z) =l 14

for 0 < A < 1/n. When A > 1/n we will subtract higher degree polynomials,
and when A < 0, we do not need any polynomial correction. We prove that (1.4)
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describes the dual CMO** of HALY® for 0 < p < 1, A = a — 1/2, and analogously
for the homogeneous version using supg~o. The case p = 1 provides the Banach
space end point.

Upstairs, that is to say, in ]R’ffl, we introduce central Carleson measures of
type A in the sense of Amar and Bonami [4]. We consider both the continuous and
the discrete case and use classical techniques and wavelet decomposition techniques,
respectively, to obtain in each case the correspondence between the measures and
functions in CMO?*?*. Our proofs apply in particular to obtain the classical corre-
spondence between Carleson measures and BMO functions. We remark that the
results in Section 4 apply to both the homogeneous and inhomogeneous cases of the
spaces we consider. These results are related to the work of Hernandez, Weiss, and
Yang [21]. The connections will be made precise in Section 4.

In Section 5 we study the action of non-convolution singular integral operators
on inhomogeneous spaces. The main observation is that the inhomogeneous nature
of the space, allows for the continuous action of operators associated to kernels more
singular than standard kernels in the sense of Coifman and Meyer [8]. The results we
obtain extend and refine previous work of Garcia-Cuerva [14] and Lu and Yang [24].

In Section 2, we collect preliminary definitions and results. The paper ends
with a list of references.

The notation used in this paper is standard. It may be useful to point out
that given 1 < g < oo, ¢’ will denote the conjugate exponent, 1/¢+ 1/¢’ = 1. The
symbols C§°, §&', D', L1, LL _, I?, etc. will indicate the usual spaces of distributions,
sequences, or functions defined on R™, with complex values. Moreover, | f|| . will
denote the L? norm of the function f.

When a particular setting is needed, we will write D' (R™ x R™), L} (R’frl),

loc

L7 (p), HfHLq(Ri“)v as needed. With |A| we will denote the Lebesgue measure of

a measurable set A, and B(z, R) will be a ball centered at z with radius R. With
xB we will denote the characteristic function of a set B. As usual, the letter C' will
indicate an absolute constant, probably different at different occurrences. Other
notations will be introduced at the appropriate time.

2. Preliminary definitions and results

DEFINITION 2.1. Given A < 1/n, 1 < g < oo we define the space CMO%* by the
condition

1/q
1

f g = SUp —/ f(z) — fr|?dx < 00 2.1

H HCMO A R>1 ‘B(O,R)’1+>\q B(O,R)‘ ( ) R’ ( )

where fr = W{Rﬁl fB(o,R) f(z)dz.
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CMO9%* becomes a Banach space if we identify functions that differ in a con-
stant.
It is easy to see that (2.1) is equivalent to the condition

1/q
1
sup inf —/ |f(x) — c|"dz < 00.
R>1c€C (IB(O,R)IHM B(0,R)

DEFINITION 2.2. Given A € R, 1 < ¢ < oo, we define the space B9* by the condition

1/q
1
fll gar = sup —/ f(x)|* dx < 00. 2.2
s = s ey [ 1) 2)

B%* is a Banach space continuously included in CMO%*.

When A = 0 we obtain the spaces CMOY and BY defined in the introduction.

One can also consider the homogeneous versions of (2.1) and (2.2 ) by taking
the supremum over R > 0.

In Section 4 we will extend Definition 2.1 to A > 1/n.

It is clear that B9 reduces to zero when A\ < —1/q and that B9~1/4 is L9,

Lemma 2.3

The space CMO9%* reduces to the constant functions when A < —1/q and it
coincides with LY modulo constants, when A = —1/q.

Proof. Given f € CMO%*, X\ < —1/q, we have

lim |f(x) — fr|?dz=0.

R—o0 JB(0,R)
In particular, taking an increasing sequence { Ry} such that Ry — oo as k — oo, we
can write

lim |f(x) = fr.]" XB(o,Ry)dz = 0.

k—o0 Rn

q

Thus, there exists a subsequence {‘f = fRri,| XB(0 Rk-)} that converges to zero a.e.
J Ry

as j — oo. Since { XB(0,Ry,) [ cOnverges pointwise to 1 as j — oo, we conclude that
f(x) — kaj — 0 a.e. as j — oo. Hence, f is constant a.e.
If A = —1/gq, the functions in CMO®=1/4 gatisfy the condition

1/q
sup inf / |f(z) — ]! dz < 0.
R>1¢€C \ JpB(o,R)



6 ALVAREZ, GUZMAN-PARTIDA AND LAKEY

Let By, = B(0,k), k =1,2,.... The uniform convexity of the L9-norm jointly with a
compactness argument, (see [7, p. 142]), imply that for each k there exists a unique
constant ¢ € C such that

1/q 1/q
: 4 _ e
inf ( / R dx> ( / o ) el dx) .

Now, given [ = 1,2, ..., we have

1/q 1/q
1Bi|"? | — crpi] < (/ | f(2) — el d33> + (/ |f(z) — Ck+l|qd95>
By, Bt

<2 ||f||C’MO‘1=*1/‘1 :

Thus, the sequence {cx} is a Cauchy sequence in C. Let ¢ = lim c¢g. Then,

k— oo

1
| By| /4 ek — el <2 fllcaroa-1/a -

Moreover,

1/q 1/q
(/ \f(w)—dqdw> s(/ \f(w)—Cqudfv> 1B e — ¢
Bk- Bk'

S 3 HfHCMOq,—l/q .
Hence, the function f — ¢ € L4. This completes the proof of the lemma. [

Let us point out that the spaces B9 and CMO?* are different for different
values of A > —1/q. In fact, this is clear when A = —1/¢. On the other hand, if we
fix A > —1/¢, we can consider the function f defined on R as

]
flx) = 2PHaN/a g7k 2y (2)sgn(e),
k=0

where Ay = {z € R: 2F < |z < 2k +2F/2},

It is not difficult to show that f € CMO%* but f ¢ CMO®%* for every p < .
This example also shows that B%* is strictly larger than L? when A\ > —1/q.

In the spirit of the equivalent norm obtained by Feichtinger [13] for the space
B4, we can prove that given A > —1/q, the space B%* can be described by the
condition

sup 27 "k/a(1+aA) | fxkll, < oo (2.3)
k>0
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In fact, (2.3) gives an equivalent norm in B9,
However, when A = —1/¢, the function

Fa) =327 Mxe, (a),
k=0

Co=[-1,1], Cp, = {z e R: 2"t < |o| <2F}, k = 1,2, ... satisfies condition (2.3),
but f ¢ L1(R).

Finally, when A < —1/q, condition (2.3) defines a non-zero space strictly in-
cluded in LY. In fact, we can consider the function

i 9—k/a

f@) =3 —

k=0 (14 q))

2/q XCp (.’L’) .

This function belongs to L7 (R), but it does not satisfy condition (2.3).
On the other hand, the non-zero function

f(z) =) 2"xe, (2)
k=0

belongs to L9 (R) and satisfies (2.3).
It should be also pointed out that the spaces B%* are isomorphic for different

values of A > —1/q. This is because of the surjective isometry between B%* and
o0

L1(C) given by the map
k=1

f— (2 pald,)

Proposition 2.4
Let § < —n(A\qg +1). Then, given f € CMO?%* we have

[ 15@) = fl" (14 [al) do < o0,

where fo = W(lhl)l fB(O,l) f(z)dx.



8 ALVAREZ, GUZMAN-PARTIDA AND LAKEY

Proof. For k =0,1,2,... let

1

By = B(0,2) and f; = B

f (z)dx

We can write

| Bk | | Bk

1/q
< 02" [fllcproon + Z (\B | / | fi+1— fj|qu)

< C2" M || fll caroan

k—1 1 1/q
+CY (g [ 1= fnlda
jzz;) (|Bj+1| Bj+1|f bl )

Bl 1/q
+CZO<®/JBj|f—fj’ dx) :

Jj=

1 Yo
( !f(MWQ <( [ 11- nqm) o - fil

Thus,

C(k+ 12" || flloproa if A=0

/Iﬂm—hﬁm<
By C2OTVE [ £l vroen i A0

Hence,

NICE !(+W)M=AJﬂm—hPu+mfm

+2 /Bk\Bk1 [F(@) = fol* (1 + |a])” da

k=1

<C [ 15@) - fol'de+C 32 [ |f@) - foftda
k=1 B

By

< Clfllermoan -

This completes the proof of the proposition. [

The following result is an immediate consequence of Proposition 2.4:
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Corollary 2.5

If < min {—n, —n(1+ ¢)\)}, the space CMO%* is continuously included in
Le ((1 +2))? dz

Lemma 2.6

Given A > —1/q, and 6 > —n(1 + g\), the space L4 ((1 + |z))? dx) is continu-

ously included in B%.

Proof. Given f € L4 ((1 + |ac])9dac>, B=B(0,R), R>1, we have

/|f |‘Idx<c/|f (1+]a))’ —da (2.4)
1+qA Rn(1+q)) (14 |x‘) ’ )

When 6 > 0, we can estimate (2.4) as
¢l [f (@) (L + |z)’ da

When —n (1 + ¢\) < 0 < 0, we estimate (2.4) as

(1+ |m|
c/ F@)? Rn(lwwd < c/ T(14 J2]) |

Remark 1. The results above make more precise and extend inclusion results proved
for the one-dimensional space CMO? by Chen and Lau [9].

If we use Corollary 2.5 with A = 0, we obtain in particular the known continuous
inclusion of BMO into L4 ((1 + |z))? d:z:) for any 0 < —n, 1 < ¢ < o0.

We finish this preliminary section observing that much of what we said about the
spaces B4, C M O%* remains true for their homogeneous versions. In particular, it
is important to stress for future use that Lemma 2.3, Proposition 2.4, Corollary 2.5,

and Lemma 2.6 remain true in the homogeneous setting.
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3. Morrey spaces and central mean oscillation

We discussed in Section 2 properties of the space C M O? that point to the similarities
that exist between CM O and BMO.

However, there are also some striking differences. The classical John-Nirenberg
inequality shows that functions in BMO are locally exponentially integrable. This
implies that given 1 < ¢ < oo, the functions in BMO can be described by means of

the condition
1 4 1/(1
sup inf [ — z) — | dx < 0.
st (17 @) -

On the contrary, the space CMO? depends on g. This was observed by Chen and Lau
in [9], in the one-dimensional case. Indeed, given 1 < ¢; < g2 < 00, they constructed
a function in CMO% that is at a positive distance of CMO%. Although Chen and
Lau worked with the inhomogeneous version of C'M 09, a minor modification of their
function will serve as a counterexample in the homogeneous case as well.

The dependence of CMO% on ¢ in the inhomogeneous case can be explained
better in terms of Morrey spaces.

It is difficult to pinpoint a definition of these spaces that is generally accepted.
Several versions appear in the literature. We will choose the original definition used
by Campanato [6, p. 67].

DEFINITION 3.1. Let €2 be a bounded open subset of R™ with diameter py and let
1<qg<oo,—1/qg< A <0. A function f, locally in L?(2), belongs to the Morrey
space L% if there exists a constant C' > 0 such that

1/q
1 . R

[B(o,p)| d C|B 3.1
(|B($O’p)| B(zo,p)N82 7=l :E) < ClB(zo, p)l (3.1)

for every xo € Q, 0 < p < ¢po, where ¢ = c(n) > 1.

We take as a norm the infimum over all the constants C' > 0 such that (3.1)
holds. Then, the space L% becomes a Banach space.

Let us recall that the distribution function é, of a measurable function g is
defined for each t > 0 as |[{x : |g(z)| > t}|.

Proposition 3.2 [1]

Given 1 < ¢ < oo, let g : (0,1) — (0,00) be such that g € L%(0,1), g is
increasing, and g(t) — oo ast — 0. Then we can find T > 0, a cube Qo =
(0,L) x ... x (0,L) for some 0 < L < 1, and a function f in the Morrey space
L3* (Qo) such that &;(t) > Cé,(t) for some C' > 0,t>T.
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Remark 2. Tt was observed in [1] that the function f actually satisfies the following
sharper version of (3.1):

/ (@) dz < C|B(zo, p) N Qo™ |
B(zo,p)NQo

We can now prove the main result of this section.

Proposition 3.3

Given 1 < q1 < g2 < o0, there exists a function F' € B9 such that F' ¢

LQ2 (Rn) .

loc

Proof. Given 1/g2 < a < 1/¢q1, we use Proposition 3.2 with ¢ = ¢; and g(t) =t~ “.
Then, we can construct a function f € LI%* (Qg), such that f ¢ L% (Qo).
We consider now the function F(z) defined on R™ as

f(z) if z€Qo
F(x):{

0 otherwise.

It is clear that F' ¢ L{? (R™). However, we will show that F' € B%.

loc

In fact, given B = B(0, R), with R > 1, we have

ALK dw)l/m (/. NEE dw)w -

If R > /n, then Qo C B and we can write

1 1/‘11 1 1/‘h
(@ / @ dx) < (m NCE daz)

<C|Qo|* .

If R < y/n, then we can use (3.1) with C'(n) = /n to obtain

1 1/Q1 A
<E / ) rf<x>|q1dx> <c|BP<c.
NQo

Thus, f € BY. This completes the proof of the proposition. [
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As a consequence of Proposition 3.3, we can conclude that BMO is strictly

included in CMO?. Furthermore, BMO is strictly included in [ CMO1.
q>1
In fact, if we consider in R the function

Z]XA z)sgn(x) + X {|z/>1} (7)sgn(z) ,

where A; = {x ER: 4777 < x| < 4j}, j =1,2,..., then it is not difficult to show
that f ¢ BMO but f € (| CMO1.

q>1
Thus, there exists an interval I such that the distribution function of f(x)-fr,

x € I, does not have exponential decay at infinity.

Finally, let us point out that while In|z| € BMO, In|z| ¢ | BY.
q>1

Remark 3. The proof of Proposition 3.3 shows that in general, the extension operator
f — Fis well defined and continuous from L%* (2) into BY. Campanato has proved
n [7], p. 167 that the space L% () can also be defined using a condition on the
mean oscillation. Namely,

1

1/q
£ f@) ="z | < C|Bxo.p)l . 3.2
cec<|B(:vg, o)l B(mo,p)mg| (z) | ) |B(z0, p)| (3.2)

More precisely, (3.1) implies (3.2) for any Q. The converse holds under a mild
condition on €2, namely, there exists a constant A > 0 such that

[Blao,p) N0 > Ap" (3.3)

for every zo € ©, 0 < p < ¢po, where ¢ = c(n) > 1. Condition (3.3) is satisfied if
has the cone property. This is a surprising result, certainly not applicable to BMO,
BY or CMO1.

4. )\-central Carleson measures and A-central mean oscillation

4.1. The spaces AP® and HAP-“.

The most general families of Herz-type spaces on R™ were investigated by
Herndndez, Weiss, and Yang [21].
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For a € R, 0 < p,q < 0o, and weights w1, ws, they defined homogeneous spaces
KP(w,ws) via the condition

kEZ

1/p
1k sy = (Z[wl@k)]ap foknfzqm)) <o,

where @) denotes the cube centered at 0 with sidelength 2% and x; is the charac-
teristic function of Q). Herndndez, Weiss, and Yang also considered inhomogeneous
versions of the space K, 3P (w1, w2).

We will restrict our attention to the unweighted homogeneous version, w; =
wo = 1, which can then be described by the condition

1/p
1Flgon = (22"’“*? \kauiq) < 0.

kEZ

To simplify the notation, we will drop the dot. So, the unweighted homogeneous
Herz-type space on R™ will be denoted K¢“P. We will follow the same convention in
the rest of the section.

Rather than presenting results in the utmost generality possible, we will restrict
our attention to a few special cases, focusing on specific parameters to try to bring
issues surrounding unresolved containment, isomorphism, and mapping properties
to the forefront. In one direction, we shall work with centered analogues of H' and
BMO, while in somewhat different directions we will consider centered analogues
of HP, p < 1. We will work with the homogeneous version of the spaces, the
inhomogeneous case being similar.

The atomic space analogue of H*, ([9], [14]), is based on the Beurling algebra
Al = K; / q”l, where ¢’ is the conjugate exponent of ¢. To define this atomic space
analogue of H! it is necessary to give an appropriate notion of atom.

DEFINITION 4.1. A function a defined on R™ is called a central (1, ¢)-atom if the
following conditions hold:

1. a has support in a ball B centered at 0 with radius R > 0.

2. a has average 0.
I
3. Jall, < [BI7 .

It turns out ([9], [14]), that for 1 < ¢ < oo, the following statements are
equivalent for a real function f on R™:
a) fe Aq and R;f € A9 for j = 1,2, ..., where R; are the Riesz transforms.

b) f= Z Aja; where the a; are central (1, ¢)-atoms and Z || < oo.
Jj= J=1
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Moreover, || fllaq + > j—1 R fll 4 and inff:Z Na >~ |A;j| define equivalent
norms on the Hardy space HA? defined by either of the equivalent conditions a)
or b).

The atomic characterization of HA? also allows to prove the duality result,
(see [9], [14])

(HA?)* = CMO?

in the following sense:
Given g € CM 07 the functional L, defined on compactly supported functions
fe HA? by

Ly(f)= | f@gl)da

extends in a unique way to a continuous linear functional L, € (HA?)" with norm
ILgll < Cllgllcasor- Conversely, given L € (HA?)" there is a unique, modulo
constants, g € CMO? such that L = L, and ||g]|cpr00 < C |-

The space HA? is a localized version of the Hardy space H®.

In the notation of [21], Garcia-Cuerva and Herrero considered in [15] the spaces
HK,gl/pfl/Q) P as localized versions of H?, p < 1. The fact that HP is the union
of all the translates of HKc(Il/p_l/q) ' can be seen from the point of view of atomic
decompositions of each, (see [21], [15]). But there is a third possibility, which is to
vary the parameter a in Kg»P. To illustrate the effect that this has, we shall stick
to the case ¢ = 2, although interesting results are obtainable for p < ¢q. Then we
consider AP® = K3"P.

When p < 1, the condition

1 e = D 2P [ f X7 < 00
keZ

defines a quasi-norm in AP>%,

The space AP“ increases with the parameter p when « is fixed because [P is
increasing. The inhomogeneous version is decreasing with the parameter .

One can define the corresponding Hardy space HAP** by the condition that
|G()|| g4p.e < o0 where G(f) is the grand maximal function of f, (see [24]).

For « fixed, HA"“ will be the largest space of interest, in the sense that the
Hardy space differs from the Herz-Beurling space.

In general, HAP* = AP“ when a < 1/2, but HAP*® is a proper subspace of
AP@ for a > 1/2 ([21]).

The space HAP*, 0 < p < 1and a > —1/2, possesses an atomic decomposition,
and one can take this as the definition of H AP in this case, (see [24]). To make
this precise:
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DEFINITION 4.2. A function a(z) is called a central type (2, a)-atom provided

(i) supp (a) C B(0, R) for some R > 0.

(ii) flall> < [B(O,R)|"".
(iii) [ a(z)P(z)dx = 0 for any polynomial P of degree at most [n(a — 1/2)].
The following is a special case of [21], Theorem 1.2. See also [24]:

Theorem 4.3

If0<p<1and o >1/2, then f € HAP® if and only if f(z) = > ey Mk
with convergence in S8’, where each ay, is a central type (2, a)-atom.

Furthermore, || f|| g ap.o is equivalent to inf (3 7o, IA|P)/P, where the infimum
is taken over all such representations.

This theorem shows that the parameter « is the important one from the point
of view of Hardy space theory. For fixed p < 1, @ =1/p—1/2 is a critical exponent
in the sense that HAP** C HP and HP is the union of all the translates of H AP“.
In fact, a central type (2, a)-atom is also an HP atom then.

In the Appendix we shall prove the special case a« > 1/p—1/2 of the atomic de-
composition from the point of view of discrete tent spaces. This was also done in [21].
However, we define the tent space atoms in a slightly different way, which facilitates
the proof of duality for the tent spaces. This will be made clear in Subsection 4.3.

The duals of certain HAP*® spaces were considered in [15], but not in [21].
However, the space HK?»* with weights, originally defined as the class of functions
whose grand maximal functions belong to KI'®, was completely characterized in
terms of Littlewood-Paley functions or, what is equivalent, in terms of wavelets,
in [21].

Let us assume, in what follows, that {1/g},c ¢ is an orthonormal wavelet family
for L? (R™). Actually, such a basis requires 2" — 1 mother wavelets {¢)°}__ 5 where
E ={0,1}"\ (0,0), (see [28]). Such wavelet mothers come from tensor products of
unidimensional Daubechies wavelets. The crucial property is that such wavelets can
be chosen to have compact support along with any specified number of derivatives
and vanishing moments, which can then be transferred to the n-dimensional case.
We will assume in the sequel that each mother wavelet is compactly supported and
has continuous first derivatives.

For notational simplicity, there is no harm in pretending that only a single
mother wavelet is needed. We can always sum estimates for individual {¢§}q at
the end.

Here is the wavelet characterization of H KP*® in the special case ([21], Theorem
4.1) where K»* = AP, p <1and o > 1/2.
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Theorem 4.4

Let « > 1/2, 0 < p < 1. Suppose that f € S(R"™) with f = ZQGQ (f,vq) va.
Then the following statements are equivalent:

9 N 1/2 .
L (Soltva) we@?) " e re.
2. There is a constant n > 0 and a dyadic subcube Ry, |Ro| > n such that, if

RQ) = 2Ry — .Q = Q. then o(f)(x) = (T l(f.va) xn@)/1Q1)

€ ApP- <,

1/2
3. 8(1)(@) = (ot va) xe/1Q1) € Are.
4. f e HAP~,
Furthermore, the AP“ norms of the quantities appearing in (1)-(3) all define
equivalent norms on HAP<.

Once one has the atomic decomposition of HAP®, it is a simple matter to
identify the dual space. Actually, this has already been done in certain cases in [15].
Indeed, they also established the atomic decomposition from the classical point of
view. However, the only AP** spaces considered therein correspond to the case
a = 1/p—1/2, which are, after all, the critical spaces. Consider the space CMO?*,
(see Definition 2.1) for A = 1/p — 1. Then,

Theorem 4.5 [15]
The space CMO?*'/P=! can be identified with the dual of HAP'/P=1/2,

The same space CMO?** introduced in Definition 2.1, provides a generalization
of this theorem, as follows.

Theorem 4.6
Given 0 < p <1 and a > 0, we have CMO?* = (HAP*)", where A = a— 1/2.

Proof. First, we claim that any element g of CMO?*? defines a continuous linear
functional on H AP>®.
To see why, let f =", Aya be an atomic decomposition of f, when a > 1/2.

Then
‘/fg’ = '/ <Zk:)\kak>g Z};Ak/akg zk:)\k/Bk ar(g — pr)
<O% (/B mw?)w (/B rg—ka)W

1 1/2
< . — pel? .
_C’;MH (\Bk|2a /Bk |9 — Pl >
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Taking the infimum over the polynomials pi, we have

1/p
’/fg‘ < Cllgllerromn (Zuk\p) :

k

\ / fg] < Clgllorronn | Flsare.

This proves that (HAP*)" > CMO?X.

We note that in the degenerate case, where a < 1/2, there is a corresponding
block decomposition of HAP** = AP-* and there is no need to knock off polynomials
in the estimates above, (see [21]).

Next, if L defines a continuous linear functional on H AP“ then for each ball
B centered at the origin, L defines a continuous linear functional on the closed
subspace L[Qn A (B) of L?(B) consisting of functions orthogonal to the space P([n)])
of polynomials of order at most [nA].

By the Riesz representation theorem, there exists a function g® € L?(B) with

197 2y < CILN BN 12

such that the functional L is represented on functions f € L[2n N (B) by

L<f>:/Bf<x>gB<x>dx.

This function ¢ is not uniquely determined by L. If we add to ¢® a polynomial
of degree < [n)], the above integral representation still holds.

Conversely, if L is represented as above by two functions, g and ¢g£, we claim
that the difference h? = gf — ¢g& has to be a polynomial of degree < [n)].

In fact, the function h? satisfies

/ F(2) P (2)dz = 0
B
for every f € L[ZM](B). Now, given f € L?(B), there exists a unique polynomial

PB(f) € P([n\]) that has over B the same moments of f up to the order [n)\].
Thus, f — PB(f)xB € L[QnA](B). Then,

/B (f (z) = P2 (f) (2)) h® (x)dz =0



18 ALVAREZ, GUZMAN-PARTIDA AND LAKEY

— /B (f (@) = PE (f) (2)) h® () da
- /B (f (@) = P2 (1) (2)) (h® () — PE (h) (x)) da
- /B f (@) (h® () — PB (h) (2)) dar.

Thus, the claim is proved.

We write R™ = U; B; where {B;} is an increasing family of balls, and we choose
gBi € L?(B;j) representing L such that g%+ extends g%7. Thus, we have found a
2 (R™) such that the representation

loc

function g € L

L(f)=[ f(z)g(z)dz

Rn

holds for every function f € L?(R"™) compactly supported and having vanishing
moments up to order [n\].

Then, "
([ tot@) = P# (@) )P
-

1fl,<1 /B(g(@ — PP (g) (x)) f (x)dz

< C|L||BIT .

Since the representation extends linearly to sums of atoms, it follows that
(HAP)* ¢ CMO?** and the theorem is proved. [J

Corollary 4.7
Ifp <1 and o >0 then HAY is the containing Banach space of HAP:*.

This follows immediately from the facts that HAP* C HAY® and that both
spaces have the same dual.

4.2. The space CMO?** and A-central Carleson measures

In this subsection we introduce the notion of a A-central Carleson measure and
of a A-central Carleson sequence. The latter can be considered as a special case
of the former where the measure is comprised of point masses. However, it will
also be convenient to regard them simply as sequences indexed by the family O of
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all the dyadic cubes in R™. As an example, we can consider sequences of wavelet
coefficients. We shall state and prove our results in the homogeneous case. The
corresponding results in the non-homogeneous case can be proved in the same way.

There are simple relationships between Carleson measures or Carleson sequences
and the space CMO?**. Indeed, as we shall show, the functions in CMO?** are
exactly the balayages of certain A-central Carleson measures or A-central Carleson
sequences.

DEFINITION 4.8. A non-negative Borel measure p on Ri‘H is called a A-central
Carleson measure if there exists a constant C' > 0 such that for every R > 0

u(T(B(0, R))) < C|B (0, R)]"+* (4.1)

where T' (B (0, R)) is the cylindrical tent {(a:,t) ERMM 7| <R, 0<t< R}.

Equivalently, we can consider in Definition 4.8 the conical tent

{(:c,t)eRi“:\xng—t, ogth}.

DEFINITION 4.9. A sequence {b(Q) : Q € Q} is called a A-central Carleson sequence
if there exists a constant C' > 0 such that the following condition holds for every
R>0

Y. QP <CIBO R (4.2)

QCB(0,R)

To show that Definition 4.9 is a natural discrete version of Definition 4.8, we
note the following:

Suppose that g is the measure given by |F(z,t)|” dzdt/t, where F(z,t) €
LE (R7H dxdt/t). We can discretize F' by replacing it by a constant equal to its
average b (Q), over each set of the form Q;x x [277,2'77), where Q;y is the dyadic
cube Q having lower vertex (k1/27,....k,/27). Then, one has u (T (B (0,R))) =
ZQcB(O,R) b(Q)]?.

In particular, this heuristic argument is eminently justifiable when F(z,t) =
f * 1 where 1 is a wavelet.

The infimum of such constants C' as in (4.1) or (4.2) is called the A-Carleson
constant for p or b respectively. We remark again that any Carleson sequence can
be regarded as a discrete Carleson measure with point masses at vertices of dyadic
cubes. However, we prefer to think of them simply as sequences.

The case A = 0 of Definition 4.8 appears in [25].
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It is clear that only the zero measure can satisfy Definitions 4.8 or 4.9 when
A< —1/2.

Amar and Bonami [4] seem to have been the first to study Carleson measures
of non-negative order systematically. In fact, given o > 0 , they introduced, in the
homogeneous space setting, the space V¢ of a-Carleson measures. In the Euclidean
setting V¢ consists of positive measures p on ]Ri+1 such that for any open set
QCR"

u(T(Q) < Clo

where

T(Q) = {(a;,t) eR™T: B(x,t) C Q}

Of course, when a > 0, by countable additivity, it suffices to check the condition
over open balls.

If we denote by CV? the space of A-central Carleson measures, we have that
V1+2A ¢ CV*. But the CV? condition is much more lax than the V12 condition.
For instance, when A = 0, V! is properly contained in CVY. This assertion will
become clear after we prove Theorem 4.10 below.

In this theorem, as in the remainder of this section, ¢ € S will be a radial
function with integral zero and support contained in {|z| < 1}. Moreover, ¢ will
satisfy the normalization condition

| iR = 1tor g 20, (4.3)

Everything that follows will hold with only minor modifications if we replace the pair
¢, by a pair of radial functions ¢ and 1 supported in {|z| < 1}, having integral
zero, and satisfying the normalization condition

| et § =1t i £0. (1.4

Theorem 4.10
Let f € L?((1 + |#|)™™ 2dz). Then, given X < 1/n, the following statements

are equivalent.
1. f € CMO>* .
2. |f * @? dadt/t is a A-central Carleson measure.
Moreover, the norm || f|s 025 1 equivalent to the A-Carleson constant of the
measure | f * 4| dzdt/t.



Foaces of bounded A-central mean oscillation 21

Remark 4. 1. The case A = 0 of Theorem 4.10 appears in [25] with a different
proof. Our proof is elementary and it applies without change to balls centered at
any point. In particular, it proves the connection between Carleson measures and
BMO functions.

2. To prove that 2) implies 1) in the theorem above, we will use the following
more general convergence result.

Lemma 4.11

Fix A < 1/n. Let F : R?™" — C be a Lebesgue measurable function such that
|F(z,t)|* dadt/t is a \- centra] Carleson measure. For 0 < a < b < 0o set

b
gule) = [ (F (07T (45)

Then {ga} converges weakly to some function g in CMO?** as a — 0,b — oc.
Moreover l9llcaro2.» can be estimated in terms of the A-Carleson constant of
|F(z,t)|? dedt /t.

Before proving this lemma, we shall use it to prove Theorem 4.10.

Proof of Theorem 4.10. First we shall prove that du = |f % ¢;|” dzdt/t is a A-central
Carleson measure.

Let R > 0 and Bg = B(0, R). Write f = f1 + fo + f3, where

J1=(f = far) XBar> fo = (f — forR) XR"\Bogs f3 = for, for any c € C.

Since [ ¢ = 0, we have that f*p; = f1 %@+ fa*x . Moreover, under the hypothesis
supp (¢) C {|z| < 1}, we have (fa x ;) (x) =0 for (x,t) € T (B).

Now, set dpy = |f1 * | dwdt /t.

To estimate p1; we will use the square function s, and its basic property, namely,
its L?-continuity. Thus

/B (sofu(@))dr < C ]2

=C |f () = farl* dz.

Bar
On the other hand

/BR(sgofl dx—/BR/ i @) e

dt
/ i pula) P
T(Br)

= H1 (T(BR)) )
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Thus, we can conclude that u is a A-central Carleson measure. It is also clear
from the proof that the A-Carleson constant for p is O (||f||20MO“>.

We will now prove the converse. So, given f € L*((1 + |z|)™""2), we con-
sider (4.5) with F'(x,t) = f % ;. That is to say

dt

Jap(x) = / (f * @ % @)(m)T (4.6)

By Lemma 4.11, {g.} converges weakly to some g € CMO** as a — 0,b — co. In
particular, {g.,»} — ¢ in S’.
On the other hand, taking the S" Fourier transform of (4.6) gives

b
_ =~ ~ dt o . n
(&) = 1©) [ 18P — o in '@ \0)
It follows that f(f) = g(¢) in R™\ 0. Therefore f(z) = g(x) + P(z) for some
polynomial P.
According to Corollary 2.5, g € L2((1 + |z|)~™~ 2/*). Thus, f — g € L?((1 +
|z|)~"=2). A polynomial P of degree k will belong to the space L?((1+ |z])~" 2) if

2k+n—-1-n-2<-1.

Or, k < 1. Thus, the polynomial P has degree zero. This proves that f € CMO?*.
Lemma 4.11 also guarantees the estimate on || f ||20 Moz in terms of the A-

Carleson constant for |F(x,t)|” dzdt/t, thereby completing the proof of Theo-
rem 4.10. O

Now we move on to the proof of Lemma 4.11. Though the following lemma
is well-known, we shall include it for the sake of self-containment: it is the case
A = —1/2 of Lemma 4.11. It will exemplify some of the techniques used to prove
Lemma 4.11.

Lemma 4.12

With ¢ as above, the mapping f — F(xz,t) = f % p¢(z) is an isometry from
L2(R") into LA(R T, dzdt/t).

Moreover, given F(x,t) € LQ(R:EH, dxdt/t), let {gap} be as in 4.5. Then, there
exists f € L?(R"™) such that {g.s} converges to f in L?>(R") as a — 0,b — oo.
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Proof. First, setting F(x,t) = f * ¢¢(x) gives

2 Iy 7 ~ 2 dt 2
1F s ey = [ IFOP [ 1RO G = 1o
R™ 0

because of (4.3) and Plancherel’s theorem. Therefore f +— f * ¢;(x) is an isometry.
To prove the second part of the lemma, first we note that

b ~
Jule) = [ Fanpe)]

with convergence in L?(R™). The Fourier transform of F is taken in the z-variable.
Then, Cauchy-Schwarz’s inequality implies

ot [ ([ o) [ o)

by (4.3). Thus

To prove the convergence of {gq,} in L?(R™) it suffices to prove the convergence of
each {gq1} and {g15}. For {ga1}, fixing 0 < a’ < a < 1 we have

dt
lga1 — ga’lHLQ(]Rn / / (z,t) \ sz —0asa—0.

The same principle applies to the convergence of {g}. This completes the proof of
the Lemma 4.12. J

Remark 5. If F(x,t) = f * @i(x) then gq = f;F * p,dt/t — f in L2(R") as
a — 0,b — oo, which is a simple consequence of (4.3) and the uniqueness of the
Fourier transform.

We also point out that Lemma 4.12 can be used, instead of the square function,
in the proof of the first part of Theorem 4.10.

Now we are ready to prove Lemma 4.11.

Proof of Lemma 4.11. The first step is to show that {gu;} is bounded in CMO**.
More precisely, we will show that there is a constant C' = C(F, ¢, A) > 0 such that
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for every 0 < a < b < oo and each B = B(0, R), R > 0, there is a complex number

mgpr satisfying
1 1/2
<—/ |Gab _mabR|2d33> < C|B| .
1Bl /5

For R > 0 fixed, we consider three cases: (i) b < R, (ii) R < a, and (iii) a < R < b.
Actually, since gq, = gar+9rb, case (iii) can be reduced to a combination of cases (i)
and (ii).

First we consider case (i). Here we set mg,r = 0; we wish to show that

) 1/2
<®/B‘gab’2dx) < C|BI.

b
@) = [ DenOFC0 @l @0F

o t

First,

— / /n [X2(Y)F(y, t)o(x = y)] @

Therefore, as in the proof of Lemma 4.12, we can write

b
dydt
[laatwPar< [ [ Feaop
B a J2B 13
which implies that

dydt
/ |gab(x)|2dx S Sup/ |F(y7t)|2 y— |B|1+2>\'
B B J1(B) 13

This proves the claim for case (i).
Case (ii) is a little harder. In this case we set mapr = gap(0). Then

dydt

b
gunla) ~mae = [ [ Plo.)[ple -9 -] Y.

Hence

dydt

b
XB(7) (gab(T) — Mapr) = / /R XBo,20) (W) F(y, ) [ (x — y) — B, (—y)] —

From the Mean Value Theorem it follows that

_ _ X
Bule —0) ~B0)| < 125 el
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Therefore,

b 2
dt
/ |gab(x) - WlabR‘2 dx < Cgo/ ’x‘Q / / XB(0,2t) (y) ‘F(y7t)‘ dy n+2 dx
B B a Jrn t

b1 i\
= C@oRnH (/a t_ﬁ /R" XB(O,Qt)(y) |F(y,t)|dym)

2

/ab (/R XB(0,20) (¥) !F(y,t)!dy> tznfﬁ]
y [ / ’ ﬁiﬁ] . (4.7)

Here 5 € (1/2,1] is a player to be named later. The last inequality follows from

S Cngn+2

Cauchy-Schwarz’s inequality. Since |z| < R and
b dt 1-28  31-28 1-28
aﬁ—B:Cg(a —b )gCﬁR (R <a),

a second application of Cauchy-Schwarz’s inequality, this time in the y-variable,
shows that (4.7) can be estimated by

b b
_ dt
CoaR? B8 [ |BO.20)] [ ( / |F<y,t>|2dy> P
a a B(0,2t)

b
dt
<C n”+3—25/ / Fly, )P dy | —— . 4.
> Lop,B, R . 3(0721‘/)’ (y7 )’ Y 4283 ( 8)
Now set .
ds
co= [ [ irwsP e
a J B(0,2s)
so that
1
G- [ 1Fwolay,
B(0,2t)
and
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Therefore, (4.8) can be written as

dt

b
n+3—20 !
CR / 1G'(t) frra -

a

Integration by parts then yields

b, dt G(b) b dt
| 605 = e + 03 -20) [ 60

b
< Cpb*™ =320 4 Oy 1 / 2rA—A+28 gy (4.9)

a

Now, since A < 1/n and 1 > 3 > 1/2 there is some ¢ =  —1/2 € (0,1/2) such that
2nA—3+268=2(n\—1+¢) <0.
Therefore, substituting (4.9) into (4.8) gives

/ 19us (2) — mapr|? da < CRAH3-25 [an)\—3+2ﬁ n a2n)\—3+2ﬂ]
B
< CR™M-26+20A-3+28 _ Cpr(42)) _ ¢| g|1+2>

where we have used the fact that R < a <b.
This proves that {ga} is uniformly bounded in CMO?* by

ds
CTL,)\,LP {Sup/ ’F(yvs)zdy_} .
B JT(B) s

Consequently, {gq} is uniformly bounded in L?((1 + |z|)~"2dx) and, there-
fore, there exists a subnet {g,} weakly convergent to some g € L2?((1 +
|z|)~""2dz). At the same time, {gs — mapr} converges in L?(B). Therefore,
g € CMO?** and {ga} converges weakly to g in CMO?*. This, finally, com-
pletes the proof of Lemma 4.11. [J

There is an analogous result for A-Carleson sequences. Though such sequences
are just special cases of Carleson measures, their dyadic structure makes them easier
to work with. This will become evident in the proof of the following proposition,
but will play an even more central role in the discussion of atomic decomposition
and duality in the following subsection.

Proposition 4.13

Fix A\ < 1/n. If g € CMO?*” then the sequence of wavelet coefficients of g

defines an element of CV??*. Conversely, if b € CV?* then its wavelet balayage
>0 b(Q)Yq converges to an element of CMO??* in the weak (HAY'/2 ¥* CMO?**)

topology.
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Proof. The argument is adapted from [28]. That the wavelet coefficient mapping
injects CMO?* into CV?* is, in principle, the same argument as in Theorem 4.10.
The argument for the converse differs slightly, but importantly: the sequential Car-
leson condition implies |b(Q)| < C|Q|***! for each Q € Q.

Now, suppose that b € CV?* and form 3", b(Q)¥g. We wish to show that the
sum converges weakly to an element g € CMO?%*. We break the sum up into three
pieces according to a fixed ball B = B(0, R).

Given jg € Z such that 2770 < R < 21790 let gy be the sum over all of those
cubes having length at least 21770 let g;1 be the sum over those cubes having length
at most 2770 and such that the support of ¥ intersects B, and let g2 denote the
sum over the remaining cubes.

To verify the CMO?** condition for the ball B, we note that g;» does not
contribute to the condition over B. On the other hand, each term in g;; comes from
a cube supported in the ball mB with radius mR, for some fixed m > 0.

Hence
[louP < 3 M@P < cmns g
B QCmB
since b € C'V?*. Therefore, it just remains to check the average for gs.

Now we note that, because the wavelets have compact support, at any dyadic
level j < jo there can be at most a fixed finite number M of cubes at level j whose
corresponding wavelets have support intersecting B(0, R). On the other hand, for
each such intersecting wavelet 1 at level j, the C'' hypothesis guarantees that if
|z| < R then

|[Vq(x) — ¥q(0)| < C2/%2|a|.
At the same time, the CV?* condition ensures that |b(Q)| < 277+ 1/2),

Then 3 s > geo, W(Q) [Yq(z) — ¥q(0)] converges uniformly on B as long as
A< 1/n.

Thus, we have:

2 2

/ >3 b(Q) o) — v(0)]] < CM|Bj27%0 |y gmin(A 1/2)gni/29)
B |j<jo QeQ; j<jo
2
— CMZ”]B|(1+ 2/n) Z 9—i(nA-1)
J<jo
< CM2n|B|(1+ 2/n)9—2jo(nA—1)
— OM2| B 2

This proves that the wavelet sum converges to g in the weak topology. This
completes the proof of Proposition 4.13. [
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Remark 6. We cannot conclude strong convergence, which would imply that the
wavelet sum converges locally in L? - it does not. On the other hand, one can show
by the estimates above that the integral of the wavelet sum against any central atom
converges absolutely. We reiterate the fact that the exponent A can be extended
beyond 1/n.

4.2. Atomic decomposition of T'AP“ spaces. Duality at the coefficient level

In this subsection we state the atomic decomposition of the central discrete
tent spaces in the case @ > 1/p — 1/2. As a consequence we can characterize the
preduals of the discrete central Carleson sequences. Similar results hold in the case
of continuous densities, but we will only consider the discrete case.

DEFINITION 4.14. A sequence s = {S(Q)}QEQ indexed by the family Q of dyadic
cubes belongs to the discrete tent space Ty AP“ provided the dyadic square function

1/2

Se) @)= Y Is@FPF/IQI| eAare.

TEQEQ

Remark 7. By [21], if f € HAP® then its wavelet coefficient sequence belongs to
TdAp,a_

DEFINITION 4.15. A sequence a = {a(Q)}gco is called a discrete central type
(2, a)-atom provided there is a ball B centered at the origin such that a(Q) = 0 if

Q ¢ B and ZQCB a(Q)]> < |B|7>~.

Remark 8. If {a(Q)}yeq is a discrete central type (2,a)-atom, and {¢g} is a
(1 +v)-regular compactly supported wavelet basis with v > «a;, then 3, a(Q)¢q is
a central type (2, «)-atom supported in mB where B supports {a(Q)}.

On the other hand, if a(x) is a central type (2, a)-atom, it is not necessarily the
case that {(a, wQ>}Q is supported in a fixed ball.

We contrast the present definition of discrete atom with the definition of an
atom sequence in [21].

We wish to show that any element of TyAP® has an atomic decomposition in
terms of the atoms introduced in Definition 4.15:

Theorem 4.16

If the sequence s belongs to TyAP“ then s has a decomposition s =
> 521 Aja;(Q) into discrete central type (2, a)-atoms a;(Q) such that 3572 | | N[ <
CS(s) 4.
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The next result relates the tent space to the space downstairs:

Proposition 4.17

If a = {a(Q)}geg is a central type (2, a)-atom with o > 0, then S(a) € AP®
and [|S(a)|["p.. <C, where C' does not depend on a.

Proof. To prove this proposition, let the “supporting ball” B of a have radius R
comparable with 2%0 for some k.
Then

3@ 1S (a) (@)xall2)"

keZ
/2
< 3" gnkar / S W@P/1Q | xa,de
keZ T€EQCBHB
p/2
=y 2y a@F| < [BIT )Y 2ver <.
k<ko QCB k<ko

The condition a > 0 implies that the sum converges.

Remark 9. What this proposition really shows is that our atoms are a proper subset
of the atom sequences in the sense of [21].

Corollary 4.18
Under the hypothesis of Proposition 4.17, we have

inf 3 Al ~ C15(3)] .o

Jj=1

where the infimum is taken over all atomic decompositions into central type (2, «)-
atoms.

Proof. Let s = 322 Aja;(Q). Then
1S($) L are <Y XIS (@) g1 < C Y [
J J

The reverse inequality follows from Theorem 4.16. Thus, the proof of the corollary
is completed. [
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The corollary still holds for p < 1, with atoms defined appropriately [21].
However, the argument above does not apply because we cannot use the triangle
inequality. Analogously, the space HAP** can be defined as the space of functions
whose wavelet coefficients belong to Ty AP (cf. [21]).

We shall include the proof of Theorem 4.16 in an appendix , since the technique,
adapted from [28], p. 150, is similar to the one used in the proof of Theorem 2.1
in [24], page 107.

Theorem 4.19

Set « = A — 1/2 and assume « > 0. Then the dual of the atomic space T ;A
is the space CV?* of A-central Carleson sequences.

Proof. First, we show that CV2?* C (TdAlﬁa)*.
Because of the atomic norm of TyAL®, it suffices to show that summation of
b € CV?X against any central type (2, a)-atom is bounded by a fixed constant.
But if a(Q) is supported inside B = B(0,R) and } 5 p la(@Q)]? < |B|722, it
follows that

1/2 1/2

ZG(Q)()(Q) < Z la(Q)[? Z 6(Q)? < C‘BFO‘IB|1/2 < ¢
Q QCB QCB

since v = 1/2 +\.

To show that CVZ* > (TdAl’a)*, we note that since Ty;AY® contains any
central type (2, «)-atom, by the Riesz representation theorem any linear functional
on T;A is locally square summable. Here locally means restricting to those cubes
inside a ball centered at the origin. This representation is consistent as one passes
from smaller balls to larger. Finally, by continuity, the sequence representing the
linear functional must satisfy the Carleson sequence condition. This completes the
proof of Theorem 4.19, proving duality in the special case where p = 1. [J

Remark 10. As with AP and HAP-*, convexity shows that for a fixed value of «,
the spaces Ty AP*® are increasing with p. In particular, if p <1 and a > 1/p — 1/2
are fixed, then CV??* is the dual of T;AP® by the same argument as above, along
with convexity.

Corollary 4.20
With o > 1/p — 1/2, T;AY® is the containing Banach space of TyAP:®.
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5. Continuity of singular integral operators on Herz-type spaces

Several authors have obtained continuity results on various homogeneous and inho-
mogeneous versions of the Herz-type spaces. For instance, we mention the work of
Garcia-Cuerva [14], Lu and Yang [24], [26], [27], and Li and Yang [23]. Collectively,
these results show that there are significant differences, depending on the values of
the parameters. They also show that the behavior of the homogeneous version of
the spaces greatly differ from the inhomogeneous version.

Our purpose is to make these observations more precise by working with some
relevant particular cases. Indeed, we will consider the inhomogeneous spaces B%*,
CMO?*, and H AP We will study the action on these spaces of non-convolution
singular integral operators satisfying fairly general conditions. In particular, these
conditions allow for operators that are more singular than Calderén-Zygmund op-
erators, such as pseudo-differential operators in the Hormander class L7 [19].

DEFINITION 5.1. Let T : C§° — D’ be a linear and continuous operator. Given
1< q< oo, A €€ R, we say that T is a (g, \)-central singular integral operator if T
satisfies the following conditions:

a) T extends to a continuous operator on L.

b) The distribution kernel of T' coincides in the complement of the diago-
nal in R™ x R™ with a locally integrable function k(x,y). Moreover, if
C; (0,R) = B(0,27T'R)\ B(0,2'R), j = 1,2, ..., the function k(z,y) satis-
fies the estimate

1/q'

C; (0, R)|7 / k(z,y) — kO dy|  <d; (5.0)
Cj(O,R)

sup sup
R>1|z|<R

with 37 29" d; < .
c) If f, g € C§° and supp(f)N supp(g) = 0, the operator T' has the integral
representation

(Tf,9)= // k(z,y) f(y)g(x)dydz .

Remark 11. When A = 0, estimate (5.1) is the inhomogeneous central version of
the integral condition introduced by Rubio de Francia, Ruiz, and Torrea in [30]. In
particular, it is implied by the pointwise condition

KN

|k:(:v,y) — k:(O,y)‘ < C|y|n+€/b (5.2)

if 2 |x| < |y|, for some 0 < e,b < 1.
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In fact, using (5.2) we can obtain (5.1) with any 1 < ¢ < oo, d; = 277¢/,
When € = b = 1, condition (5.2) gives standard kernels as defined in [8], p. 78.
Thus, Calderén-Zygmund operators in the sense of Coifman and Meyer [8] p. 78,
are (g, \)-central singular integral operators for 1 < g < oo, A < 1/n. We can have
larger values of A if we modify (5.1) to include higher order increments. Accordingly,
this means to consider standard kernels with continuous derivatives satisfying an
appropriate version of (5.2). We encountered in Section 4 the dual situation, when
we needed to consider atoms with higher order vanishing moments in order to lift
the restriction A < 1/n.

Weakly-strongly singular operators [3] satisfy Definition 5.1 with any 1 <
q < oo and A < ¢/nb. These are singular integral operators associated to kernels
that satisfy (5.2). Thus, the kernels are more singular at the diagonal than standard
kernels, but they have faster decay at co. Moreover, the operators are still continuous
on LY for 1 < ¢ < oo. This is the reason for the name weakly-strongly singular.

Pseudo-differential operators in the Hormander class L7's ([19]), provide impor-
tant examples of the classes mentioned above. In general, L has the form

L(f)(x) = / vy (z, ) f()de, f € S,

where the symbol p(z, ) belongs to the class S;:‘é. That is to say,

020 p(,€)| < Cag (L4 )17 01

for some m € R, 0 < p,6 < 1, and for every n-tuples «, (.

The estimates for the kernel and the (LP, L?)-continuity properties proved in [3]
show that one can identify, within L7"s, Calderén-Zygmund operators and weakly-
strongly singular operators, depending on the values of the parameters m, p, and 9.
Roughly speaking, the order m = (n/2)(1—p) is the threshold. When m > —n/2(1—
p), the classical multiplier of Hardy, Hirschman, and Wainger shows that pseudo-
differential operators in the class L7, fail to be continuous on L7 for some or all
values of ¢ # 2. These operators were named strongly singular by C. Fefferman [12],
[11].

It is certainly of interest to classify in this way pseudo-differential operators.
However, it is the inhomogeneous nature of (5.1) that allows for operators associated
to kernels that, although are more singular at the diagonal, have better decay at
infinity. This will be made clear in Corollary 5.3.

The pointwise condition (5.2) was considered in [24] for b = 1. That is, for the
Calderén-Zygmund case.

Proposition 5.2

Given 1 < g < 00, A € R, let T' be a (q, \)-central singular integral operator.
Then, T is continuous from B9 into C MO,
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Proof. The proof of this result is straightforward and it resembles the classical proof
of the (L, BMO)-continuity of a Calderén-Zygmund operator.
Indeed, give f € B9 and given R > 0, we write

[ =IxBoz2r) + f (1 - XB(O,QR)) = f1+ fa.

Thus,
1

|B(0, R)| JB(0,r)
1

|B(0, R)| JB(0,r)

1
|B(0, R)| JB(0,R)

=1 + Is.

To estimate I7, we use the continuity of T on L?. Thus,

1/q
ITf(x) = Tfs(0)|* dx]

1/q
T f1(z)]? da:]

1/q
IT fo(z) — T f2(0)]7 dl‘]

I < C||f]l gor |BO, R)[*

To estimate I, we first obtain a pointwise estimate of the difference |T'fo(z) — T'f2(0)]
for |z] < R.

@) = TROIE [ ete) = KO W)y

—Z/C(OR) — k(0.9)]1f(v)| dy
o 1/q’
g /C@R) () — k(0,) dy]

1/q
x [ / If(y)lqdy]
B(0,29+1R)

< C N fllgar Y _d; |B(0,27F R)|

j=1

1+ 1/q¢" + 1/q +X

= Cllflgon [ Do2™d; | IBO,R)

j=1
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Thus,
I < C|fllgar |BO,R)|*.

This completes the proof of the proposition. [

Remark 12. Proposition 5.2 was proved by Garcia-Cuerva [14] when A = 0 and T is
a Calderén-Zygmund operator.

Observe that the better behavior of the kernel of T" as A increases, implies that
we do not need to subtract any moments in the definition of CMO%*.

We have the following result for pseudo-differential operators.

Corollary 5.3

Let T € L be a pseudo-differential operator with p > 0. Assume that T is
bounded on L? for some 1 < q¢ < co. Then, given A € R, T maps continuously B9*
into CMO%.

Proof. According to Proposition 5.2, it suffices to show that the kernel k(x,y) of T
satisfies condition (5.1).
Let

Tf(x) = / 27 ) Fle)de,

where p € 57, f € S.

If n € C§°(R™) is a usual cut-off function, we can write

e—0

Tf(x) = lim / / 2D Ep (e £)n(e€) f(y)dyde.

Thus, the kernel k(z,y) of T is given by

k(z,y) = lim 6_2”(1_9)'51)(:6,f)n(eﬁ)df.

e—0t

It is a classical result (see [19], p. 140) that k(z,y) is a smooth function outside the
diagonal, if p > 0. Moreover, each derivative 8%85 k(z,y) is rapidly decreasing at
infinity, if p > 0. This can be seen using the substitution

6—27Ti(:r—y).§ _ <—47T2 |ZE B y|2)l Al,f 6—27ri(z—y)-£

with [ sufficiently large, integrating by parts, and taking the limit as ¢ — 0T.
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Thus,
020 k()| < L (5.3)
|z =y
We observe that in condition (5.1) we can assume that |z —y| > 2. Moreover,
1
) = KO.9) = [ (920) (t2,y) -
0
and hence )
x
ke kol <ar [ oa
0 |tz —y|
Since |z| < R and |y| > 2/ R > 2|x| we can write
R
[yl
We substitute this estimate in the left-hand side of (5.1) and we obtain
(00 py [T —tg 1 e
C, [sup (2]R) R / A AL dt]
R>1 2R
— ¢ sup [R1+n—2l (23)n/q + n/d —21 (5.4)
R>1

if Il >n/(2¢).
Since R > 1, we can estimate (5.4) with

C (2J)n/q +n—21 d]

ifl>(n+1)/2
Finally, given A € R, we can fix ! sufficiently large such that

Zj 27mA (27)n/q+n_2l< 00. Thus, T is a (g, A)-central singular integral operator.
This completes the proof of the Corollary 5.3. [J

Lu and Yang have obtained in [27] several continuity results for the linear
commutator of a BMO function with various singular integral operators.

We now study the linear commutator of a CMO%* function with an operator
satisfying Definition 5.1.
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Proposition 5.4

Given 1 < p < ¢ < oo, A € R, let T be a (p,\)-central singular integral
operator. Assume also that T is continuous on LY. Let 1/s = 1/p — 1/q. Then,
given b € CMO®*, i1 > 0, the linear commutator

[0, T](f) = bT' () = T (bf)

maps continuously B¥*~# into CMOP*. Moreover,

I16: TH M errors < Cllblloaronn 11l par—u -

Proof. Given f € B¥*~H and given R > 1, we write

f=7rxBozr) +f (1 —XBo2r) =f1+ f2-

Now, given ¢ € R fixed, we have

B, T)(f) = (b Tf ~T((b— ) fr) — T((b— ) fa) -

Thus
1 1/p
S 6,71 () =T (b= ) fo) O da| < L+ I+ Iy
|B(0, R)| JB(o,r)
where
r 1 1/p
I =|—— (b—o)Tf|dx|
_|B(0,R)| B(0,R) | |
r 1 1/p
L= | T((b—of) [ de|
? | [B(0, R)| B(O,R)‘ |
and
1

1/p
=]t T((b—)f2) = T((b— ) fo) <o>}pdx] .

|B(0, R)| JB(o,r)

We estimate I; as follows:

1 1/s 1 1/q
L<|—— b—c*dz| | TF| dx
S TBO R oom ] BO R Joom
1/s
<O flporcn | o b—cldz| [BOR)P.
B B B0, R)| o, my 7
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We know consider I,

r 1 1/p
L<C|— (b= )| dz
*= B0 R Jooom |
- 1/s 1/q
1 1
<C|— b—cfde| | — 19 de
|[B(0,2R)| B(O,2R)‘ | ] |B(0,2R)| B(O,ZR)‘ | ]
1/s
1 N
<C | = b—c|®d B(0,R "
< Clflpar-n (0,21 B(O’QR)| c[*dz| [B(0,R)]

Finally, to estimate I3 we first obtain a pointwise estimate for |z| < R of

1T ((b—c)f2) (x) =T ((b—c)f2) (0)]
by

Z/C o ) = KO b00) =l If2(w)] dy

1/p’
[ / k(. y) — k(0 )" dy]
c;(0, R)

1/p
3 [ [ - !fz(y)l”dy]
B(0,2i+1R)

M

1/s
b(y) — dy]

B(0, 2J+ R) /13(0,21+1R)

1 1/q
q
_ d
B0, 2J+1R)/B(o,2j+13)|f(y)| y]

1
_— b(y) —c|’ d
B(0,2911R) /13(0,2j+1R) 6(y) = el dy

We now choose ¢ = byg, the average of the function b over the ball B(0,2R). Thus,
I; can be estimated by

1/s

SC ||f||Bq<,A—u Z dj ‘B(O, 2j+1R)‘)\7M ‘
j=1

1/s
2" s A
L <Ol fll par-s W/B(o ) |b—bag|” dx |B(0, R)|
A
< Clifll gar—u bl o [B(O, R)|
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Likewise,

I < O£l garsn B(0,R)|* .

bHCMOW‘

Finally, we have to consider I5. We observe that

1/s
1

—_— b(y) — bag|® d
B(0,2/+1R) /B(0,2j+lR)| (v) 2R| Z/]

1/s
1

_— b(y) — byit1p|* d
B(0,2/+1R) /13(0,2j+1R)| (y) 2i+1R| y]

IN

1/s
;/ | —b |Sd
B(0,2j+1R) B(0,29+1R) 2R 2R 4Y

e |BO2ZHR)" 4 bysiip — b

+

IN

Cllb|

Moreover,

Thus,

J
|basr1r — bar| <Y [byrs1p — baer)

k=1

J
w7 ),
v |b y) — bok+1 dy
;B(OJI“R) B(0,2FR) () = baerl

IN

J
1
" E - b(y) — bors1p|d
— B(0,2F+1R) /18(072“1}2)’ (y) ok +1R| dY

IA
N

J

1/s
1
< 2" _ b(y) — bort1gr|’ d
- Z B(0,2++1R) /B(0,2k+1R)‘ W) = by y]
J

k=1

< CR™ bl g 3 2.
k=1

I; < CR™ [bllcaroen

s J
Fllguncs RO im0 (Z 2) |

j=1 k=1

Since p > 0, we can estimate

j
Z onik < Cronmd
k=1
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So, we can write

. \
Iy < Clbllepsos 1l garn | Y 42" | 1B (0, R)|™

Jj=1

This completes the proof of Proposition 5.4. [

Remark 13. When p < 0, the conclusion of Proposition 5.4 still holds, if we assume
that the operator T is a (p, A — p)-central singular integral operator. In this case,
the proof above only needs a very minor modification. Finally, when py = 0, we
need to assume that the sequence {d;} in Definition 5.1 satisfies the stronger con-
dition Z(;; jd;29"* < 0o. The proof above then applies again with a very minor
modification.

When T is a pseudo differential operator in the class L7 with p > 0, we can
obtain an appropriate version of Proposition 5.4:

Corollary 5.5

Let T € LZ:‘é be a pseudo-differential operator with p > 0. Assume that T is
continuous on L" for 1 < p <r < q < co. Then, givenb € CMO®**, 1/s =1/p—1/q,
@ € R, the linear commutator [b, T| maps continuously B¥*~# into CMOP*, for
any A € R.

The proof of this result follows from Proposition 5.4 using the proof of Corol-
lary 5.3.

Lu and Yang [24] have investigated conditions under which a non-convolution
singular integral operator 17" maps the Hardy space HAP:* into itself. Lu and Yang
assumed that the distribution kernel k(z,y) of T satisfies the pointwise condition

lyl°
’x|n+€

|k(2,y) — k(z,0)] < C

(5.5)

if 2|y| < |z|, for some 0 < ¢ < 1. Additionally, they assumed that T is continuous
on L? and satisfies a cancellation condition.

We observe that if k(x,y) satisfies (5.5), then its transpose k(y, z) satisfies (5.2)
with b = 1. Based on this observation, we consider a class of operators that act
continuously on HA? = H K;/ @1 For simplicity, we are restricting ourselves to
this particular case. However, a minor modification in the integral condition stated
below, would allow us to consider the space HAL'® in general.
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DEFINITION 5.6. Let T': C§° — D’ be a linear and continuous operator. Given
0 €R, 1< q< oo, wesay that T is a (g, 0)'-central singular integral operator if T'
satisfies the following conditions.

a) T extends to a continuous operator on L.

b) The distribution kernel of T' coincides in the complement of the diago-
nal in R™ x R™ with a locally integrable function k(x,y). Moreover, if
C;(0,R) = B(0,22"*R)\B(0,2/R), j = 1,2, ..., this function k(z,y) satis-
fies the integral condition

1/q
[ k)~ kw0 el de| <,
C,(0,R)
(5.6)

1
(0, R)m T

sup s
R>1 \y|<R

with } . e; < oo.
c) If f, g € C§° and supp(f)N supp(g) = 0, the operator T has the integral

representation
(Tf,9) / / z,y)f (z)dydz.

Remark 14. When 6 = 0, (5.6) is a dual version of (5.1) with A = 0.
The pointwise condition (5.5), or more generally,

ly|®

|k(z,y) — k(z,0)| < CW

(5.7)

if 2|y| < |z, for some 0 < &,d < 1, implies (5.6) with e; = 2775/¢ and any 1 <
q < oo, provided that § < q(n+ e/d) — n. Thus, appropriate pseudo-differential
operators satisfy Definition 5.6 as discussed above.

On the other hand, if # > n(g—1), (5.6) implies the central Hormander condition

sup sup / |k(z,y) — k(z,0)|dx < oo. (5.8)
R>1|y|<R JR"\B(0,2R)

This condition suffices to define the action of T on C*° N L*°. Indeed, given
feC>®nL>® T'(f) can be defined as a linear and continuous functional on the
subspace of C§°, (see [10]),

Doz{gecg":/gzo}.
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Moreover, the proof of Proposition 5.2 shows that if the kernel k(x,y) satisfies (5.8)
and the operator T is continuous in L? for some 1 < q < oo, then the operator T*
is defined and continuous from L into CMOY .

Proposition 5.7

Let T be a (q,0)t-central singular integral operator for some 1 < q < oo,
0 > n(q—1). Assume that T*(1) = 0 in the sense of CMOY . Then, the operator T
maps continuously H A? into itself.

To prove Proposition 5.7 it suffices to show that there exists a constant C' > 0
such that given a central (1,¢)-atom a in HA?, (see Definition 4.1), T'(a) € HA?
and [|T(a)| 40 < C.

The standard way to go about proving this assertion, is to introduce in H A4
an appropriate notion of molecule and to show that T" maps atoms into molecules.

DEFINITION 5.8. Let 1 < ¢ < o0, 6 > n(q —1). A function M € L9 is called a
central (g, #)-molecule if there exists a ball B = B(0,R), R > 1, and a constant
C > 0 not depending on M or B, such that

a) [|M], < C BTV

0 [t < o1sr e
q

¢) [M(z)dz =0.

Remark 15. Conditions a) and b) in Definition 5.8 imply that M € L'. Thus,
condition c¢) is well defined.

Lemma 5.9
If M is a central (q,0)-molecule, then M € HA?. Moreover || M|| ;4. < C.

The proof of Lemma 5.9 is straightforward and we will omit it.

Once we have the appropriate notion of molecule, the proof of Proposition 5.7
follows the usual pattern. We will omit the details.

By duality ([9], [14]) we immediately obtain the following consequence of Propo-
sition 5.7.

Corollary 5.10

Let T' be a (q,0)-central singular integral operator for some 1 < q < oo, 6 >
n(q —1). Assume that T*(1) = 0 in the sense of CMO? . Then, the operator T*
maps continuously C M 07 into itself.
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With obvious modifications, these results apply also to the homogeneous ver-
sions of HA? and CMOY .

6. Appendix: Proof of the atomic decomposition

We include the proof of Theorem 4.16 in this appendix for the sake of completeness.
It bears many similarities to the proof given in [24], page 107.

In what follows, we shall assume that the wavelet ¢ is C' and compactly sup-
ported. We let R denote the Q-translate of a subset R C [0,1)" such that |R| > 0
and such that || > > 0 on R. By Theorem 4.4

Proposition 6.1 ([21])

Given s € Ty AP, the quantities [|o(s)|| 4p.o and [[{s(Q)}|l7, 4p.« Provide equi-
valent norms on TyAP*. We recall that

1/2

o(s)(x)= | 3 |s(Q)PiEe

et Q|

At this stage we shall set to work on the atomic decomposition of the coefficient
space.
Consider
Ej,={z€Cy:0(s)(x) >2"}.

Then for each k fixed, Ej;1 1 C Ej, and a simple distribution function argument
shows that

[e.e]

> 2% Bl < 20 (s)(@)x, I3 -

j=—o0

Next, fix 0 < v < n where |Rg| > n|Q|. Define subcollections C; of Q to be those
cubes in the definition of global v-density of F;;. That is,

UQGCij = Ej*k:

where
e =12 Mo(xe,,) () > 7} -

Mg denotes the dyadic maximal function.
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First of all, we can see that
supp(s) = C = U;iCjy.

Indeed, if s(Q) # 0 then, for some integer j, |s(Q)|?/|Q] > 27. This implies that
o(s)(x) > 27 for each x € Rg.
Hence, assuming that @) C C, we have

[Ejr N Q| = n|Q[ > Q.

On the other hand, if Q  Cy , but

[Ejk N Q| > Q)

then
|Cx N Q| > ~|Q| so |Cr| > 7|Q.

In fact, (Q must be a dyadic cube having vertex at the origin.
Finally, we note that

. N 2 . 2 2
> 25|ER | < =) 29| Bl < = lo(s)xenls -
7 75 v

Next, denote by Q,; the collection of dyadic maximal cubes Q(j,k,1) € Cj.
These maximal cubes form a partition of E7,. For each j, k, the parameter [ has
finite index. Set Dj; = Cji \ Cj4+1,5 and denote by Djj; those Djj cubes that are
also Q(j,k,1) cubes. Therefore Dj; partitions Dji. Hence, supp(s) = C = U;xCji
is the disjoint union of these Dji;. Finally, we shall focus on those nonempty Dy,
that contain a supporting cube.

Lemma 6.2

With the notations above, if one restricts s to each of the disjoint Dji; com-
prising supp(s) then one obtains

s=>> pli kDaju(Q)

where the aji; are central type (2,«)-atoms with base contained in Q(j,k,1). In
particular, if o(z) € AP>* then s € T;AP> .
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Proof. We need to prove that
1 1 ,
Z s@ < —— o(z)?dr < f2(2j+2)|Q(]}kal)|- (6.1)
QED; =7 JQU,k\Ejt1,x n—°

First, the inequality on the right hand side follows immediately from the definition
of QUi k, 1) \ By

To prove the inequality on the left hand side, we observe that if () € D;y;, then
Q ¢ Cj+17k . Thus,

QN Eji1 k] <vQ|
’Y
|Ro N Eji1k <v|Q] < ;|RQ|

0!
Ro\ Byl 2 (1= 1)IRel > (=)l
But z € @ implies

)= Y |s(Q)Ppiie

QEDjk ’Q‘
|RQ \ Eji1,k]
/ o@ide> 3 IsQPF =G
Q(jzkvl)\Ej'Fl’k erjkl
> (-7 3 Is(@QI

QEDjm
This establishes (6.1) and it completes the proof of the lemma.
With the notation above, we define

_ s(Q)
ajkl(Q) = mxpjm(Q)

where the coefficients p (7, k,1) will be chosen such that
Z M(]> kv l)p S C ||U(S)||Ap>a .

Assuming that this has been done, we can write s as a sum of atoms via

, s(Q .
(@ =Y nGi k0 | G (@] = 3 nt kD@
: (g, k1) :
3okl 3.k,
In order to guarantee that a;x;(Q) is an atom, therefore, we set

1/2
pG k1) = 1QG kDI [ Y s(@)
Q€EDjp
Next we need to show that we get the desired norm estimate in terms of the

coefficients.
In fact
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ST G k0P =37 u k1P
k| gl
1/2 p

=2 S S@FP| 1QUKDI

ko5 QEDjr1

[ p/2

=2 S s@F]1QG kDI

k 3l \QEDjm

[ p/2 1/(2/p)

< Z Z ]3(@)]2 Z 1Q(j, k, l)’ap(2/p)'

k J,l QE€EDjr 4,1

p/2 (2-p)/2
<0y | 2_2YIQu. k1) > 1QG k, 1)@/
k 7,5l 4.
(2-p)/2
< C'Z loxa.ls Z QG k, l)|ap(2/p)/
k 4,1
Now, in the case where a = 1/p — 1/2 we have
(2-p)/2 pa
> 1QG k1w = | 210Uk DT < ClA P = 2mhee,

3l il
This gives the desired estimate in that case.
In the general case where o > 1/p —1/2

D 1QG, kDI =3 1Q, k. D)
Jil gl
for some r > 1.
Now we use the fact that {" C {! just above. We have,

1/r
(Z @(yyk,w’") < 1QU, k).
J»! 3,
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Keeping track of the exponents, we obtain the same conclusion. That is to say,

(2—-p)/2

> 1QU. k. DI/ < ClAgP = 2,
J,l

This proves the atomic decomposition. Note that in the estimate >, [Q(j, k, )| <
C|Ag| we also used the fact that at most a fixed number of the “long” cubes can

occ

10.

11

12.

13.

14.

15.

ur as Q(j, k, 1) cubes.
This completes the proof of Theorem 4.16. [
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