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Abstract

We prove a general result on asymptotic expansions of densities for families
of perturbed Wiener functionals. As an application, we consider a stochastic
heat equation driven by a space-time white noise εẆt,x, ε ∈ (0, 1]. The main
theorem describes the asymptotics, as ε ↓ 0, of the density pεt,x(y) of the
solution at a fixed point (t, x) for some particular value y ∈ R, which, in the
diffusion case, plays the role of the diagonal.

1. Introduction

Let (Ω,H, P ) be an abstract Wiener space and {F ε, ε ∈ (0, 1]} a family of R
d-valued

Wiener functionals. Assume that, for any ε ∈ (0, 1], P ◦ (F ε)−1 has a density with
respect to the Lebesgue measure on R

d, denoted by pε. We are interested in the
asymptotics of pε(y), for a fixed y ∈ R

d, as ε ↓ 0.
For a family of diffusions obtained by perturbing the noise, this question is

related with the short-time asymptotics of the heat kernel, which has been widely
studied by many authors with both, analytic and probabilistic tools. A small but
representative sample of references on the probabilistic approach are [1], [3], [4], [6],
[10].

For general Wiener functionals the problem has been addressed in [14] and [12].
The method of these authors relies on asymptotic expansions of F ε, as ε ↓ 0, in the
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Sobolev spaces D
k,p of the Malliavin Calculus and their composition with Schwartz’s

distributions. The asymptotic expansion of a diffusion in D
k,p is obtained applying

successively the Itô formula and the coefficients of the development have an explicit
expression in terms of multiple iterated Itô-Wiener integrals.

In [8] a Wiener-Chaos approach to this problem has been developed, as follows.
Consider an L2 random vector F with Wiener-Chaos decomposition F = E(F ) +∑∞

n=1 In(fn) and the family F ε = E(F ) +
∑∞

n=1 ε
nIn(fn), ε ∈ (0, 1]. Assume

F ∈ ∩∞
j=0D

j,2, then there exists a version of {F ε, ε ∈ (0, 1)} which is C∞ in ε.
Suppose in addition, supε∈(0,1] ε

2‖Γ−1
F ε‖Lp(Ω) ≤ C, p ∈ [1,∞), where ΓF ε denotes

the Malliavin matrix of F ε, then the asymptotic expansion for pε(y), y = E(F ), is
obtained by passing to the limit as n → ∞ the Taylor expansion of φn(F ε), where
{φn, n ≥ 1} is a smooth approximation of the Dirac function at y ( see also [6]).
A precise description of the coefficients of the expansion in terms of the Itô-Wiener
integrals In(fn) is also given.

This approach seems appropriate in situations where it is not clear how to apply
an Itô formula, for example when F ε is the solution to a stochastic partial differential
equation (see [7] for related work). We study in [8] an example of linear hyperbolic
stochastic partial differential equation. It does not seem possible to remove the linear
assumption on the coefficients, because of the particular structure of {F ε, ε ∈ (0, 1]}.

The purpose of this paper is to obtain an asymptotic expansion, as ε ↓ 0, for the
densities of the following family of perturbed parabolic stochastic partial differential
equations

∂Xε

∂t
(t, x) =

∂2Xε

∂x2
(t, x) + εσ

(
Xε(t, x)

)
Ẇt,x + b

(
Xε(t, x)

)
, (1.1)

(t, x) ∈ [0, T ] × [0, 1] with initial condition Xε(0, x) = X0(x) and either Neumann
or Dirichlet boundary conditions. The process {Ẇt,x, (t, x) ∈ [0, T ] × [0, 1]} is a
space-time white noise and the coefficients σ : R −→ R and b : R −→ R are smooth
functions.

A solution of (1.1) is a process {Xε(t, x), (t, x) ∈ [0, T ] × [0, 1]} satisfying the
evolution equation

Xε(t, x) =
∫ 1

0

Gt(x, y)X0(y)dy

+
∫ t

0

∫ 1

0

Gt−s(x, y)
{
ε σ

(
Xε(s, y)

)
W (ds, dy) + b

(
Xε(s, y)

)
ds dy

}
, (1.2)
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where Gt(x, y) is the fundamental solution of the heat equation on [0, T ]× [0, 1] with
the above-mentioned boundary conditions, that means,

Gt(x, y) =
1

(2πt)1/2

∞∑
n=−∞

{
exp

(
− (y − x− 2n)2

4t

)

+ γ exp
(
− (y + x− 2n)2

4t

)}
,

with γ = 1 or γ = −1 for Neumann or Dirichlet boundary conditions, respectively
(see for instance [13]).

In [2] the existence and smoothness of the density pεt,x(y) of the solution to (1.2)
for fixed (t, x) ∈ (0, T ]× (0, 1), ε ∈ (0, 1], is proved, assuming the assumptions (H1),
(H2) quoted in Section 3 of this paper. Moreover, the densities are strictly positive
for any y ∈ R.

We prove in Section 2 a general result on asymptotic expansions of densities,
following ideas close to that developed in [8]. This result can be applied to situations
not covered by our previous work, for instance we can get rid from the linearity of
the coefficients in the example we have mentioned before.

Let {ψX0(t, x), (t, x) ∈ [0, T ]× [0, 1]} be the solution of the deterministic evolu-
tion equation

ψX0(t, x) =
∫ 1

0

Gt(x, y)X0(y)dy +
∫ t

0

∫ 1

0

Gt−s(x, y)b
(
ψX0(s, y)

)
ds dy , (1.3)

In Section 3 we apply the general result established in Section 2 to the proof of a
Taylor expansion of pεt,x(y) at ε = 0 for y = ψX0(t, x). In the classical setting of
diffusions this value of y corresponds to the initial condition (asymptotics on the
diagonal).

2. Taylor expansion of the density

We start this section by quoting some notations and results on Malliavin Calculus.
Let φ : Ω −→ R

d be a Wiener functional. We denote by Γφ its Malliavin
matrix. The random vector φ is said to be non-degenerate if φ ∈ D

∞(Rd) and
det Γ−1

φ ∈ ∩p≥1L
p(Ω). Consider a non-degenerate random vector φ, ψ ∈ D

∞ and
g any smooth function defined in R

d. For any multiindex α ∈ {1, . . . , d}k, α =
(α1, . . . , αk), k ≥ 1, there exists a random vector Hα(φ, ψ) ∈ D

∞ such that:

E [ (∇k
α g) (φ)ψ] = E [ g(φ)Hα(φ, ψ)] , (2.1)
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with ∇k
α = ∂k

∂xα1 ...∂xαk
, where the elements Hα(φ, ψ) are recurrently given by

H(i)(φ, ψ) =
d∑

j=1

δ
(
ψ (Γ−1

φ )ij Dφj
)
,

Hα(φ, ψ) = H(αk)

(
φ,H(α1,...,αk−1) (φ, ψ)

)
, (2.2)

and δ denotes the Skorohod integral (see, for instance [5], [11]). If d = 1 we write
Hk(φ, ψ) instead of Hα(φ, ψ) for the index α = (1, · · · , 1) of length k.

The following estimate is an easy extension of Proposition 3.2.2 in [11]. For any
p > 1, k ∈ N and any multiindex α, there exists a constant C (p, α, k) and positive
real numbers k′, a, a′ , a′′, b, b′, d, d′ depending on p, k and α such that

‖Hα(φ, ψ) ‖k,p ≤ C (p, α, k) ‖Γ−1
φ ‖ak′ ‖φ‖a

′

d,b ‖ψ‖a′′

d′,b′ , (2.3)

where ‖ ·‖k,p denotes the norm of the Sobolev spaces D
k,p in the Malliavin Calculus.

Moreover, the Radon measure defined by

g �−→ E
(
g (φ)ψ

)

has a bounded C∞ density q(y) and

q(y) = E
(

l1{φ>y} H(1,...,d) (φ, ψ)
)
. (2.4)

The proof is a slight modification of Corollary 3.2.1 in [11].

Definition 2.1. A family φε, ε ∈ [0, 1] of elements in D
∞(Rd) is said to be

uniformly non-degenerate if the next conditions are satisfied:
(i) φ0 = limε↓0 φε, a.s.
(ii) supε∈[0,1] ‖Γ−1

φε ‖p ≤ C, for any p ∈ [1,∞).

Remark. φε, ε ∈ [0, 1], have smooth densities.
Let f : R

d −→ R be a C∞ function with compact support and assume that
ε→ φε is a C∞(

(0, 1); R
d
)

mapping. Leibniz’s formula yields, for any integer j ≥ 1

dj

dεj

(
f(φε)

)
=

(j)∑
(∇k

αf) (φε) φε,α1
β1

· . . . · φε,αk

βk
(2.5)
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with φε,αi

βi
:= dβi φε,αi

d εβi
. The symbol

∑(j) is a shorthand for

j∑
k=1

∑
β1+...+βk=j

β1,...,βk≥1

∑
α∈{1,...,d}k
α=(α1,...,αk)

cj(β1, . . . , βk) (2.6)

and the coefficients cj(β1, . . . , βk) are computed by induction.
We now give the main result of this section.

Theorem 2.2

Let {F ε, ε ∈ [0, 1]} be a uniformly non-degenerate family of Rd-valued random

vectors satisfying the following conditions:

(a) There exists a version of {F ε, ε ∈ (0, 1)} which is C∞ in ε. Let F ε
j = djF ε

d εj ,

j ∈ N. Then the limits

F 0
j := lim

ε↓0
F ε
j , a.s.

exist for any j ∈ N,

(b) F ε
j belongs to D

∞(Rd), for any j ∈ N, ε ∈ [0, 1).
Then the density pε(y) of F ε has the Taylor expansion

pε(y) = p0(y) +
N∑
j=1

εj
1
j!
pj(y) + εN+1 p̃εN+1(y), (2.7)

where p0(y) is the density of F 0,

pj(y) = E
{

l1{F 0>y} Pj
}
,

with

Pj =
(j)∑

H(1,...,d)

(
F 0, Hα

(
F 0,

k∏
�=1

F 0,α�

β�

))
. (2.8)

Moreover, if for any j ∈ Z
+, k ∈ N, p ∈ [1,∞),

sup
ε∈(0,1]

‖F ε
j ‖k,p ≤ C, (2.9)

then supε∈(0,1]

(
|p̃εN+1(y) |

)
is finite.
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Proof of theorem 2.2. Let f be a C∞ function with bounded support included in
R
d. The mapping ε ∈ (0, 1) �−→ f(F ε) is C∞, a.s. and a Taylor expansion yields

f(F ε) = f(F 0) +
N∑
j=1

εj
1
j!
dj

d εj

(
f(F ε)

)
|ε=0

+ εN+1

∫ 1

0

(1 − t)N
N !

dN+1

d ηN+1

(
f(F η)

)
|η=εt dt .

Taking expectations and using (2.5) and (2.1) yields

E
(
f(F ε)

)
= E

(
f(F 0)

)
+

N∑
j=1

εj
1
j!
E

{
f(F 0)

(j)∑
Hα

(
F 0,

k∏
�=1

F 0,α�

β�

)}

+ εN+1

∫ 1

0

(1 − t)N
N !

E
{
f(F εt)

(N+1)∑
Hα

(
F εt,

k∏
�=1

F εt,α�

β�

)}
dt. (2.10)

Let

Qj =
(j)∑

Hα

(
F 0,

k∏
�=1

F 0,α�

β�

)
, j = 1, · · · , N,

Qεt
N+1 =

(N+1)∑
Hα

(
F εt,

k∏
�=1

F εt,α�

β�

)
.

The assumptions on {F ε, ε ∈ [0, 1]} ensure that the Radon measures defined by
E

(
f(F ε)

)
, E

(
f(F 0)

)
, E

(
f(F 0)Qj

)
, j = 1, . . . , N , and E

(
f(F εt)Qεt

N+1

)
have C∞,

bounded densities. Using (2.4) in (2.10) we obtain

pε(y) = p0(y) +
N∑
j=1

εj
1
j!
E

{
l1{F 0>y} Pj

}
+ εN+1 p̃εN+1(y) ,

with Pj given by (2.8) and

p̃εN+1(y) =
∫ 1

0

(1 − t)N
N !

E

{
l1{F εt>y}

H(1,...,d)

(
F εt,

(N+1)∑
Hα

(
F εt,

k∏
�=1

F εt,α�

β�

))}
dt .
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In order to give a uniform bound for p̃εN+1, it suffices to check

sup
ε∈(0,1]

E
{ ∣∣∣H(1,...,d)

(
F ε, Hα(F ε, Gε)

)∣∣∣ }
≤ C , (2.11)

with Gε =
∏k

�=1 F
ε,α�

β�
, for any α ∈ {1, . . . , d}k, β1 + · · · + βk = N + 1, k =

1, · · · , N + 1.
This follows from (2.3), the non-degeneracy assumption supε∈(0,1] ‖Γ−1

F ε‖p ≤ C,
for any p ∈ (1,∞), and (2.9). �

3. The stochastic heat equation

In this section we consider the family {Xε(t, x), (t, x) ∈ [0, T ] × [0, 1]}, ε ∈ (0, 1],
defined by (1.2) and assume the following conditions on the coefficients:
(H1) σ, b : R −→ R are C∞ functions with bounded first order derivatives and higher

order derivatives with polynomial growth,
(H2) There exists C > 0 such that inf { |σ(y)|; y ∈ R} ≥ C .

Fix t ∈ (0, T ], x ∈ (0, 1) and let pεt,x(y) be the density of Xε(t, x). Our purpose
is to apply Theorem 2.2 to obtain a Taylor expansion at ε = 0 of pεt,x(y) with
y = ψX0(t, x) (see (1.3)). Define X0(t, x) = ψX0(t, x). Notice that Xε(t, x), ε ∈
[0, 1], does not satisfy the conditions of Definition 2.1, because for ε = 0, Xε(t, x) is
deterministic. Instead, we consider the random variables defined by

X̂ε(t, x) =
Xε(t, x) − ψX0(t, x)

ε
, 0 < ε ≤ 1 . (3.1)

We shall prove that X̂0(t, x) := limε→0 X̂
ε(t, x) exists a.s. and the family X̂ε(t, x),

ε ∈ [0, 1] satisfies the hypotheses of Theorem 2.2. The Taylor expansion for pεt,x(y)
will be obtained taking into account that, for y = ψX0(t, x),

pεt,x(y) =
1
ε
p̂εt,x(0), (3.2)

where p̂εt,x(y) denotes the density of X̂ε(t, x).
We introduce some notation. Let Xε

j (t, x), X0
j (t, x), j ≥ 1, ε ∈ (0, 1], be the

solutions of the following stochastic differential equations:

Xε
1(t, x) =

∫ t

0

∫ 1

0

Gt−s(x, y)
{
σ
(
Xε(s, y)

)
W (ds, dy)

+ ε σ′
(
Xε(s, y)

)
Xε

1(s, y)W (ds, dy)

+ b′
(
Xε(s, y)

)
Xε

1(s, y) ds dy
}
, (3.3)
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X0
1 (t, x) =

∫ t

0

∫ 1

0

Gt−s(x, y)
{
σ
(
ψX0(s, y)

)
W (ds, dy)

+ b′
(
ψX0(s, y)

)
X0

1 (s, y) ds dy
}

(3.4)

and, for j ≥ 2,

Xε
j (t, x) = Iεj−1(t, x) +

∫ t

0

∫ 1

0

Gt−s(x, y) cj(j)
{
ε σ′

(
Xε(s, y)

)
× Xε

j (s, y)W (ds, dy) + b′
(
Xε(s, y)

)
Xε

j (s, y) ds dy
}
, (3.5)

X0
j (t, x) = I0j−1(t, x) +

∫ t

0

∫ 1

0

Gt−s(x, y) cj(j) b′
(
ψX0(s, y)

)
X0

j (s, y) ds dy, (3.6)

where we set

Iεj−1(t, x) =
∫ t

0

∫ 1

0

Gt−s(x, y)

{
j−1∑
k=1

∑
β1+...+βk=j−1

β1,...,βk≥1

kj−1(β1, . . . , βk)

× σ(k)
(
Xε(s, y)

) k∏
�=1

Xε
β�

(s, y)W (ds, dy)

+
j∑

k=2

∑
β1+...+βk=j

β1,...,βk≥1

cj(β1, . . . , βk)
[
ε σ(k)

(
Xε(s, y)

) k∏
�=1

Xε
β�

(s, y)W (ds, dy)

+ b(k)
(
Xε(s, y)

) k∏
�=1

Xε
β�

(s, y) ds dy
]}
,

I0j−1(t, x) =
∫ t

0

∫ 1

0

Gt−s(x, y)

{
j−1∑
k=1

∑
β1+...+βk=j−1

β1,...,βk≥1

kj−1(β1, . . . , βk)

× σ(k)
(
ψX0(s, y)

) k∏
�=1

X0
β�

(s, y)W (ds, dy)

+
j∑

k=2

∑
β1+...+βk=j

β1,...,βk≥1

cj(β1, . . . , βk)

b(k)
(
ψX0(s, y)

) k∏
�=1

X0
β�

(s, y) ds dy

}
. (3.7)
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The coefficients cj(β1, . . . , βk) -the same as in (2.6)- and kj(β1, . . . , βk) are defined
by induction.

We use the convention Xε
0(t, x) = Xε(t, x) and X0

0 (t, x) = ψX0(t, x).
The next proposition is one of the ingredients for checking that Xε(t, x), ε ∈

(0, 1), satisfy the hypothesis (a) of Theorem 2.2.

Proposition 3.1

Assume (H1). There exists a version of {Xε(t, x), ε ∈ (0, 1)} which is a C∞

function with respect to ε and, for any j ∈ N, djXε

dεj (t, x) = Xε
j (t, x). Moreover,

a.s.− lim
ε↓0

Xε
j (t, x) = X0

j (t, x), j ∈ Z
+.

Remark. The following property of the heat kernel will be used along the proofs:

Gt(x, y) ≤
C√
t

exp
(
− (y − x)2

4t

)
. (3.8)

Proof of Proposition 3.1. We first establish the continuity property. Using (3.8),
Burkholder’s, Hölder’s and Gronwall’s inequalities, it is easy to check

sup
0≤ε≤1

sup
x,t

E |Xε(t, x)|p ≤ C , (3.9)

for any p ∈ (1,∞) and some positive constant C. Burkholder’s and Hölder’s in-
equalities together with (3.8) and (3.9) yield

E |Xε+ξ(t, x) −Xε(t, x)|p ≤ C |ξ|p + C

∫ t

0

sup
x
E |Xε+ξ(s, x) −Xε(s, x)|p ds,

for any p ∈ (1,∞), ε ∈ [0, 1] and ξ such that 0 ≤ ε+ ξ ≤ 1. Thus Gronwall’s lemma
implies

sup
x,t

E |Xε+ξ(t, x) −Xε(t, x)|p ≤ C |ξ|p. (3.10)

The existence of a continuous version of {Xε(t, x), ε ∈ [0, 1]} follows from Kol-
mogorov’s theorem. Moreover,

lim
ε↓0

Xε(t, x) = ψX0(t, x), a.s.
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We now check differentiability of order j = 1. For any ε ∈ (0, 1), ξ ∈ R − {0} such
that 0 ≤ ε+ ξ ≤ 1, we define

Zε
ξ (t, x) =

Xε+ξ(t, x) −Xε(t, x)
ξ

.

By the mean value theorem,

Zε
ξ (t, x) =

∫ t

0

∫ 1

0

Gt−s(x, y)
{
σ
(
Xε+ξ(s, y)

)
W (ds, dy)

+ ε
[ ∫ 1

0

σ′
(
Xε(s, y) + λ

(
Xε+ξ(s, y) −Xε(s, y)

))
dλ

]
Zε
ξ (s, y)W (ds, dy)

+
[ ∫ 1

0

b′
(
Xε(s, y)+λ

(
Xε+ξ(s, y) −Xε(s, y)

))
dλ

]
Zε
ξ (s, y) ds dy

}
. (3.11)

Clearly, from (3.9), for any p ∈ (1,∞) and some positive constant C,

sup
0≤ε≤1

ξ �=0,0≤ξ+ε≤1

sup
x,t

E |Zε
ξ (t, x)|p ≤ C. (3.12)

For any p ∈ (1,∞),

E |Zε
ξ (t, x) − Zε′

ξ′ (t, x)|p ≤ C
6∑

i=1

Aε,ε′,ξ,ξ′

i (t, x) ,

with

Aε,ε′,ξ,ξ′

1 (t, x) = E
∣∣∣ ∫ t

0

∫ 1

0

Gt−s(x, y)
[
σ
(
Xε+ξ(s, y)

)
− σ

(
Xε′+ξ′(s, y)

)]
W (ds, dy)

∣∣∣p,
Aε,ε′,ξ,ξ′

2 (t, x) = E
∣∣∣ ∫ t

0

∫ 1

0

Gt−s(x, y)(ε− ε′)
[ ∫ 1

0

σ′
(
Xε′(s, y)

+ λ
(
Xε′+ξ′(s, y) −Xε′(s, y)

))
dλ

]
Zε′

ξ′ (s, y)W (ds, dy)
∣∣∣p ,

Aε,ε′,ξ,ξ′

3 (t, x) = E
∣∣∣ ∫ t

0

∫ 1

0

Gt−s(x, y) ε
[ ∫ 1

0

{
σ′

(
Xε(s, y)

+ λ
(
Xε+ξ(s, y) −Xε(s, y)

))
− σ′

(
Xε′(s, y)

+ λ
(
Xε′+ξ′(s, y) −Xε′(s, y)

))}
dλ

]
Zε
ξ (s, y)W (ds, dy)

∣∣∣p,
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Aε,ε′,ξ,ξ′

4 (t, x) = E
∣∣∣ ∫ t

0

∫ 1

0

Gt−s(x, y)
[ ∫ 1

0

{
b′

(
Xε(s, y)

+ λ
(
Xε+ξ(s, y) −Xε(s, y)

))
− b′

(
Xε′(s, y)

+ λ
(
Xε′+ξ′(s, y) −Xε′(s, y)

))}
dλ

]
Zε
ξ (s, y) ds dy

∣∣∣p,
Aε,ε′,ξ,ξ′

5 (t, x) = E
∣∣∣ ∫ t

0

∫ 1

0

Gt−s(x, y) ε
[ ∫ 1

0

σ′
(
Xε′(s, y) + λ

(
Xε′+ξ′(s, y)

− Xε′(s, y)
))
dλ

](
Zε′

ξ′ (s, y) − Zε
ξ (s, y)

)
W (ds, dy)

∣∣∣p,
Aε,ε′,ξ,ξ′

6 (t, x) = E
∣∣∣ ∫ t

0

∫ 1

0

Gt−s(x, y)
[ ∫ 1

0

b′
(
Xε′(s, y) + λ

(
Xε′+ξ′(s, y)

− Xε′(s, y)
))
dλ

](
Zε′

ξ′ (t, x) − Zε
ξ (t, x)

)
ds dy

∣∣∣p.
The assumption (H1), the estimates (3.10), (3.12) and Burkholder’s and Hölder’s
inequalities, imply

4∑
i=1

sup
x,t

Aε,ε′,ξ,ξ′

i (t, x) ≤ C {|ε− ε′|p + |ξ − ξ′|p} . (3.13)

The remaining terms are bounded as follows:

sup
x
Aε,ε′,ξ,ξ′

5 + sup
x
Aε,ε′,ξ,ξ′

6 ≤ C
∫ t

0

sup
x
E |Zε

ξ (s, x) − Zε′

ξ′ (s, x)|pds . (3.14)

Then, (3.13), (3.14), Gronwall’s lemma and Kolmogorov’s theorem show that
Xε(t, x) has a differentiable version. Moreover, it is easy to prove

L2 − lim
ξ↓0
Zε
ξ (t, x) = Xε

1(t, x),

and therefore dXε

dε (t, x) = Xε
1(t, x), a.s. The standard argument used before also

proves that {Xε
1(t, x), ε ∈ [0, 1]} satisfies the requirements of Kolmogorov’s conti-

nuity criterion. Thus
a.s.− lim

ε↓0
Xε

1(t, x) = X0
1 (t, x).

We finish the proof using induction on j. �
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Corollary 3.2

Assume (H1). Then, for any j ∈ Z
+,

E { sup
0≤ε≤1

|Xε
j (t, x)|p} < ∞ .

Proof. It is an immediate consequence of Kolmogorov’s theorem. �
The next lemma states the relationship between the derivatives of the processes

Xε(t, x) and X̂ε(t, x), respectively. As before, for any natural number j, we set
X̂ε

j (t, x) = dj X̂ε(t,x)
d εj and X̂ε

0(t, x) = X̂ε(t, x).

Lemma 3.3

Assume (H1). Then, for any j ∈ Z
+, ε ∈ (0, 1),

X̂ε
j (t, x) =

1
j + 1

{
X0

j+1(t, x) + ε
∫ 1

0

(1 − ξj+1) Xεξ
j+2 (t, x) dξ

}
. (3.15)

Proof. We proceed by induction on j. For j = 0, (3.15) follows from a Taylor
expansion of Xε(t, x) at ε = 0. Suppose that (3.15) is satisfied for any 0 ≤ k ≤ j.
Then, for every δ ∈ R − {0} with 0 ≤ ε+ δ ≤ 1,

1
δ

{
X̂ε+δ

j (t, x) − X̂ε
j (t, x)

}

=
1
δ

{
ε+ δ
j + 1

∫ 1

0

(1 − ξj+1) X(ε+δ)ξ
j+2 (t, x) dξ

− ε

j + 1

∫ 1

0

(1 − ξj+1) Xεξ
j+2(t, x) dξ

}

=
1

j + 2
X0

j+2(t, x) +Bε,δ
1 (t, x) +Bε,δ

2 (t, x) , (3.16)

with

Bε,δ
1 (t, x) =

ε

j + 1

∫ 1

0

(1 − ξj+1)
X

(ε+δ)ξ
j+2 (t, x) −Xεξ

j+2(t, x)
δ

dξ ,

Bε,δ
2 (t, x) =

1
j + 1

∫ 1

0

(1 − ξj+1)
(
X

(ε+δ)ξ
j+2 (t, x) −X0

j+2(t, x)
)
dξ .

Corollary 3.2 and the bounded convergence theorem yield, a.s.

lim
δ→0

Bε,δ
1 (t, x) =

ε

j + 1

∫ 1

0

(ξ − ξj+2) Xεξ
j+3(t, x) dξ. (3.17)
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Using again the bounded convergence theorem, Taylor’s expansion, a change of
variable and Fubini’s theorem, we obtain

lim
δ→0

Bε,δ
2 (t, x) =

1
j + 1

∫ 1

0

(1 − ξj+1)
∫ εξ

0

Xβ
j+3(t, x) dβ dξ

=
ε

j + 1

∫ 1

0

(j + 1
j + 2

− ξ +
ξj+2

j + 2

)
Xεξ

j+3 (t, x) dξ . (3.18)

Then (3.16)-(3.18) prove the formula (3.15) for the integer j + 1. �

Assume (H1). As a consequence of Lemma 3.3 and Corollary 3.2 we have, a.s.

X̂0
j (t, x) := lim

ε↓0
X̂ε

j (t, x) =
1

j + 1
X0

j+1(t, x), (3.19)

for any j ∈ Z
+. Then (3.15), (3.19) and the equations satisfied byXε

j (t, x), ε ∈ [0, 1],
j ∈ Z

+, given in (3.3)-(3.6), allows to check as in [2] that X̂ε
j (t, x), ε ∈ [0, 1], j ∈ Z

+,
belong to D

∞.
Assume (H1) and (H2). We have proved in [9]

sup
0<ε≤1

E
(
|det Γ−1

X̂ε(t,x)
|p

)
≤ C. (3.20)

for any p ∈ (1,∞) and some positive constant C. The same arguments as in
Lemma 2.5 [9] show that the zero-mean Gaussian variable X̂0(t, x) = X0

1 (t, x) sa-
tisfies E |X0

1 (t, x)|2 > 0.
Hence we have proved that {X̂ε(t, x), ε ∈ [0, 1]} is a family of uniformly non-

degenerate random variables satisfying the conditions (a) and (b) of Theorem 2.2.
The next proposition shows that (2.9) is also fulfilled.

Proposition 3.4

Assume (H1). Then, for any j ∈ Z
+, k ∈ N, p ∈ (1,∞),

sup
0<ε≤1

sup
x,t

‖X̂ε
j (t, x)‖k,p ≤ C .

Proof. Due to the equality (3.15), it suffices to check

sup
0≤ε≤1

sup
x,t

‖Xε
j (t, x) ‖k,p ≤ C , (3.21)

for any j ∈ Z
+, k ∈ N, p ∈ (1,∞) and some positive constant C.



412 Márquez-Carreras and Sanz-Solé

For j = 0, (3.21) has been proved in [2]. The processes {Xε
j (t, x), (t, x) ∈

[0, T ] × [0, 1]}, ε ∈ [0, 1], j ∈ Z
+, are solutions of the stochastic evolution equations

(3.3)-(3.6). Using the same method as for the proof of (3.9), one checks, for any
j ∈ Z

+,
sup

0≤ε≤1
sup
x,t
E

(
|Xε

j (t, x)|p
)
≤ C. (3.22)

The Malliavin derivatives of arbitrary order of the processes {Xε
j (t, x), (t, x) ∈

[0, T ] × [0, 1]}, ε ∈ [0, 1], j ∈ Z
+, also satisfy stochastic evolution equations. There-

fore, the standard method based on Burkholder’s, Hölder’s and Gronwall’s inequali-
ties can be applied to complete the proof. For the matter of illustration we consider
the Malliavin derivative of Xε

1(t, x). Using (3.3) and the rules of Malliavin Calculus,
we obtain

DrzX
ε
1(t, x) = l1(r<t)

{
6∑

i=1

Mε
i (r, z; t, x)

}
,

(r, z) ∈ [0, T ] × [0, 1], with

Mε
1 (r, z; t, x) = Gt−r(x, z)

{
σ
(
Xε(r, z)

)
+ ε σ′

(
Xε(r, z)

)
Xε

1(r, z)
}
,

Mε
2 (r, z; t, x) =

∫ t

r

∫ 1

0

Gt−s(x, y)σ′
(
Xε(s, y)

)
DrzX

ε(s, y)W (ds, dy),

Mε
3 (r, z; t, x) =

∫ t

r

∫ 1

0

Gt−s(x, y) ε σ′′
(
Xε(s, y)

)
DrzX

ε(s, y)

× Xε
1(s, y)W (ds, dy),

Mε
4 (r, z; t, x) =

∫ t

r

∫ 1

0

Gt−s(x, y) ε σ
(
Xε(s, y)

)
DrzX

ε
1(s, y)W (ds, dy).

Mε
5 (r, z; t, x) =

∫ t

r

∫ 1

0

Gt−s(x, y) b′′
(
Xε(s, y)

)
DrzX

ε(s, y)Xε
1(s, y) dsdy,

Mε
6 (r, z; t, x) =

∫ t

r

∫ 1

0

Gt−s(x, y) b′
(
Xε(s, y)

)
DrzX

ε
1(s, y) dsdy.

Then, for any p ∈ (2,∞).

E
∣∣∣ ∫ t

0

∫ 1

0

|Drz X
ε
1(t, x) |2dr dz

∣∣∣p/2

≤ C
6∑

i=1

E
∣∣∣ ∫ t

0

∫ 1

0

|Mε
i (r, z; t, x) |2dr dz

∣∣∣p/2.
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(3.9) and (3.22) yield

sup
0≤ε≤1

sup
x,t

E
∣∣∣ ∫ t

0

∫ 1

0

|Mε
1 (r, z; t, x)|2dr dz

∣∣∣p/2 ≤ C . (3.23)

Applying Burkholder’s inequality for Hilbert space valued martingales, Hölder’s in-
equality, the above mentioned result by Bally and Pardoux and (3.22) we obtain,
for i = 2, 3, 5,

sup
0<ε≤1

sup
x,t

E
∣∣∣ ∫ t

0

∫ 1

0

|Mε
i (r, z; t, x)|2dr dz

∣∣∣p/2 ≤ C, (3.24)

and, for i = 4, 6,

sup
x,t

E
∣∣∣ ∫ t

0

∫ 1

0

|Mε
i (r, z; t, x)|2dr dz

∣∣∣p/2

≤ C

∫ t

0

sup
x
E

∣∣∣ ∫ s

0

∫ 1

0

|DrzX
ε
1(s, y)|2dr dz

∣∣∣p/2ds . (3.25)

Hence (3.23)-(3.25) and Gronwall’s Lemma ensure

sup
0≤ε≤1

sup
x,t

E
∣∣∣ ∫ t

0

∫ 1

0

|DrzX
ε
1(t, x)|2dr dz

∣∣∣p/2 ≤ C , (3.26)

for any p ∈ (2,∞).
For the Malliavin derivatives of higher order we use induction. �
We can now give the expansion of the density of the solution to the parabolic

stochastic differential equation (1.2). In the next theorem t ∈ (0, T ], x ∈ (0, 1) are
fixed and pεt,x(y) denotes the density of Xε(t, x) for ε ∈ (0, 1] at y = ψX0(t, x).

Theorem 3.5
Assume (H1), (H2). Set σ2 = E

(
|X0

1 (t, x) |2
)
. Then

pεt,x(y) =
1
ε


 1√

2π σ
+

N∑
j=1

εj
1
j!
pj + εN+1 p̃εN+1


 , (3.27)

The coefficients pj are null for odd j. For even j ∈ {2, . . . , N}

pj = E
{

l1{X0
1 (t,x)>0} Pj

}
,

with

Pj =
j∑

k=1

∑
β1+...+βk=j

β1,...,βk≥1

cj(β1, . . . , βk) Hk+1

(
X0

1 (t, x),
k∏

�=1

1
β� + 1

X0
β�+1

(t, x)

)
.

Moreover, Pj ∈ ⊕3j+1
n=0 Hn, where Hn denotes the k-th Wiener-Chaos, and

supε∈(0,1]

(
|p̃εN+1|

)
is finite.
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Proof. The random variables X̂ε(t, x) defined by (3.1) for ε ∈ (0, 1] and X̂0(t, x) =
X0

1 (t, x) (see (3.19)) satisfy the assumptions of Theorem 2.2. Therefore the expan-
sion (3.27) follows from (2.7) and (3.2).

Consider the expansion (2.10) with F ε = X̂ε(t, x) and an even, smooth function
f . Since the Wiener sheetW has a symmetric law, the random variables f

(
X̂ε(t, x)

)
and f

(
X̂−ε(t, x)

)
have the same law. Therefore the odd coefficients in the Taylor

expansion are zero.
It is clear from the structure of the stochastic evolution equations defining

X0
β(t, x), β ∈ Z

+, (see (3.6) and (3.7)) that X0
β(t, x) ∈ ⊕β

n=0 Hn. Then, for k ∈
{1, . . . , j}, β1, · · · , βk ≥ 1 with β1 + . . .+βk = j,

∏k
�=1

1
β�+1 X

0
β�+1(t, x) ∈ ⊕j+k

n=0Hn.

This yields Pj ∈ ⊕3j+1
n=0 Hn. Indeed, if φ is a non-degenerate Gaussian random

variable and ψ belongs to ⊕m
n=0 Hn, m ≥ 0, Hk(φ, ψ) ∈ ⊕m+k

n=0 Hn (see Lemma 2.6
in [8]).

This completes the proof of the Theorem. �
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Saint-Flour XXV, Lecture Notes in Math. (to appear).



Taylor expansion of the density in a stochastic heat equation 415

12. S. Takonobu and S. Watanabe, Asymptotic expansion formulas of the Schilder type for a class
of conditional Wiener functional integrations, In: Asymptotic problems in probability theory:
Wiener functionals and asymptotics, K.D. Elworthy and N. Ikeda (Eds.), 194–241. Pitman
Research Notes in Mathematics Series 284, 1993.

13. J.B. Walsh, An Introduction to Stochastic Partial Differential Equations, In: École d’été de
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