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			Abstract

			Dismantling? Other D-words have found their way into academic discourse and beyond, repurposed or invented words such as deconstruction, différance or diffraction. In contrast, this essay draws its inspiration from an ethnographic description of the routine dismantling of an exhibition – its démontage, as referred to by local curators. Over a year and a half, the exhibition introduced a broader public to new forms of “artificial intelligence”, framing “AI” as an intricate mystery, while guiding visitors through progressive demystification. In turn, this paper explicates exhibition dismantling in and through its heuristic moments, moments that allow(ed) us to analyse “machine ecologies” as staged encounters. A brief comparison with Nature of Robotics, a thematically related yet differently curated exhibition, is outlined. The comparison allows us to “expand the field”, if tentatively so.
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			Resumen

			¿Desmontaje? Otras palabras con D se han abierto camino en el discurso académico y más allá, palabras reutilizadas o inventadas como deconstrucción, diferencia o difracción. Por el contrario, este ensayo se inspira en una descripción etnográfica del desmontaje rutinario de una exposición: su démontage, tal y como se refieren los curadores locales. Durante un año y medio, la exposición introdujo a un público más amplio nuevas formas de «inteligencia artificial», enmarcando la «IA» como un misterio intrincado, mientras guiaba a los visitantes a través de la desmitificación progresiva. A su vez, este documento explica el desmontaje de exposiciones en y a través de sus momentos heurísticos, momentos que nos permiten analizar «la ecología de la máquina» como encuentros escenificados. Se describe una breve comparación con Nature of Robotics, una exposición de temática relacionada pero seleccionada de forma diferente. La comparación nos permite «ampliar el campo», ni que sea provisionalmente.
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			Introduction

			Recently, a variety of handbooks, edited volumes, and programmatic writings concerning art, science, and technology has seen the light of day, informing a culturally interested, critically minded, and arguably diverse readership. Notable titles such as the Routledge Handbook of Art, Science and Technology Studies (Rogers et al. 2021), Dialogues Between Artistic Research and Science and Technology Studies (Borgdorff et al. 2020), and Art, Science, and the Politics of Knowledge (Rogers 2022) advocate interdisciplinary inquiry and transdisciplinary intervention, making a compelling case for renewed research practices and renewing public engagement. A prior volume dedicated to pluralizing “experimentation” (Sormani et al. 2019) and a recent review championing “engagement” (Horst 2024) support this inter- and transdisciplinary cause. Meanwhile, “art in the making” has become a topic of ethnographic interest and design import (e.g., Farías & Wilkie 2016), if not a resource for “slow art-science” collaboration (Casini 2022).

			And yet the recurring dismantling of exhibitions and installations, if not institutions, at the intersection of art, science and technology, with no apparent reason (other than, say, calendar routine or contingent convenience), constitutes a prosaic reality, both within and against this “emerging field” of art, science, and technology collaborations, reflections, and studies. Is this a feature of the field’s tricky interdisciplinarity (Born & Barry 2010), a sign of failed experiment, a mark of institutional fragility, a question of acting in the public interest, and/or perhaps a “democratic corrective” of sorts (but see Wallmark 2019)? In any case, as Habermas already figured, “communicative rationality” is mostly a counterfactual. And as Nathalie Heinich, the art sociologist seemingly turned dubious polemicist, once put it: “Don’t expect from the juggling together of two socially valued goods – ‘art’ and ‘science’ – a greater public good to miraculously emerge!” (Heinich 2017).1

			For this short essay, I will linger on the heuristic interest of dismantling, also known as disassembly or démontage, in light of two contrasting exhibitions: Nature of Robotics: An Expanded Field (EPFL Pavilions, 2020-21) and Artificial Intelligence: Our Mirror Images in the Machine (Musée de la main, 2022-2023).2 Both exhibitions – the first held at a federal engineering institute, the second at a regional anthropology museum – staged encounters with “machines” and their “ecologies,” while mustering robot snails, computer games, digital artworks, interactive installations and other kinds of “generative oddkin” (Haraway 2016, 3) for the purpose. In both cases, the dismantling of the exhibition revealed the staged nature of those encounters and these (machine) ecologies, for better or worse – hence the title’s allusion to “(dis-)contents”.

			Attending the dismantling of the Artificial Intelligence show disclosed the constitutive paradox, if not performative contradiction, on which its public staging relied, namely: the paradox of inviting the public to discover and question “AI”, while maintaining its staging as a black-boxed agent. Staging, indeed, meant hiding the computer below, while showing its effects above. Despite or precisely because of its didactic outlook, the AI exhibition relied on this dualistic framing, a well-known yet deceitful framing (see Natale 2021). By contrast, exploring the Nature of Robotics exhibition undoubtedly allowed me to appreciate robotics as an “expanded field” – a refreshing surprise to my initial fear of encountering “machine behaviourism” yet again! And then – a few inspiring exhibitions, encounters and experiences later – this rumour surfaced: the exhibition space, which had welcomed the Nature of Robotics show, is soon to be closed. Why? To make way for a new campus building.3 

			In what follows, I will mostly draw on my field notes as an amateur ethnographer of the Artificial Intelligence exhibition and its eventual dismantling, before reconsidering the Nature of Robotics show and reflecting upon the lessons the former dismantling, as an instructive encounter, may hold for the latter show, if any. How do the display aesthetics of “machine ecologies” contrast? How might the institutional arrangements of their staged encounters figure in and as part of them? For better or, sometimes sadly, for worse? I will conclude on the recent plea for public engagement via “art, science and technology studies” (ASTS) in light of the ethnographic answers to these questions.4 

			1.	Curatorial conundrum, information signage 		and “AI” (de-)mystification

			Let us begin with “artificial intelligence”. The term and its acronym “AI” have charted a most intriguing course, rich with twists and turns, “ups” and “downs,” from its introduction as a sales pitch for a “summer research project” in the mid-1950s to its now widespread use to brand a billion-dollar IT industry and engage its countless contractors, both civil and military (Haigh 2023; Suchman 2023), while encompassing contested genealogies and contrasting technologies, common assumptions and singular biographies  (Cardon et al. 2018; Penn 2020; Shanker 1995). How has this multiplicity been addressed? How is it to be managed? And how to tackle the latter question, anew, while not losing sight of the former?  – in short, how to stage “AI” as an exhibition topic, et voilà the “curatorial conundrum” (O’Neill et al. 2016) of the day!5 

			Drawing on field notes, I will dwell on how the mentioned AI exhibition engaged with this conundrum in materials specifics. Therefore, I shall first briefly describe the exhibition’s staging, its “scenarization,” before reporting on its dismantling – the routine removal of exhibits, installations, labels, lighting, and more – the “day after”. To anticipate, this backstage moment, the day after the exhibition had closed its doors to the public, proved instructive with respect to the media history tacitly folded into public exhibition design – its quasi “mechanical Turk” display, or “Turing test” logic for short:

			“The logic of the Turing test is to ask this question: overlooking the fact that this is a machine, can a machine think?” (Button et al. 1995,144; emphasis in the original).6     

			In contrast, the reliance on information and directional signage is among the conspicuous features that museum exhibition design shares with other public infrastructures, such as hospital facilities (Sharrock & Anderson 1979) or subway stations (Denis & Pontille 2010). Individual exhibits in art museums are typically labelled (Kreplak & Dressen 2024). The exhibitions and museums of which they are part also present themselves in a “labelled” form to the visitor. This certainly applies to the AI show at the anthropology museum, which greeted its audience with the following entrance poster information:

			ARTIFICIAL INTELLIGENCE: OUR MIRROR IMAGES IN THE MACHINE

			April 1, 2022 - April 30, 2023 [extended to 30 September 2023]

			“Artificial intelligence (AI) is part of our lives and influences our choices. Yet its capabilities and limitations are still difficult to grasp. The exhibition invites the general public to an interactive discovery of how AI works, and its many fields of application develop. The exhibition questions our coexistence with machines capable of performing multiple tasks and solving problems hitherto reserved for humans. Overcoming simplistic preconceptions, the exhibition brings together interdisciplinary scientific research and artistic installations that together question our relationship with AI. […]” (Excerpt 1: the exhibition’s title and summary statement)

			Taking its cue from the exhibition title (alluding to “our mirror images in the machine”), the entrance poster first posits “AI” as a commonly mysterious agent by suggesting that its “capabilities and limitations are still difficult to grasp”, although it is already (said to be) “part of our lives and influenc[ing] our choices”. The poster then invites the “general public” – the target audience – to engage in progressive demystification via an “interactive discovery of how AI works”, including its “many fields of application”. As a “reflexive prompt” (Horst 2024,12), the entrance poster invites us to consider at least two follow-up questions, especially in light of the exhibition’s public success (as suggested by its 5-month extension). The questions may be stated as follows: 

			•First, and given the current surplus of media coverage, YouTube tutorials, and social media demonstrations of “how AI works”, does or can it still exist as a common mystery, somehow combining “alien agency” (Salter 2015) and “algorithmic drama” (Ziewitz 2016) into one (not to mention variably “AI” deconstructing artworks)?

			•Second, and if “AI” is given an enigmatic existence, what kind of interactive demystification is the “general public” invited to undertake? Upon closer inspection, the dismantling of the exhibition will allow us to clarify just how its staging constructed, scenarized, “AI” as a “mysterious agent” in the first place.

			Interestingly, this “first place” had to be upheld as a background assumption throughout the exhibition, the successive staging of exhibits, and the types of instructional interaction that these provided, if only for “progressive demystification” to become feasible for the intended visitors. How?

			2.	Entering the exhibition: first notes, first 			observations

			Referring to my field notes, I can share the following observations about the exhibition:

			First, I noticed that, rather than providing the sole information to the visitor, the poster text at the exhibition’s entrance was supplemented by a floor plan, directional signage and thematic information regarding the successive exhibition rooms. The floor plan featured a “you are here” sign followed by a numbered list of rooms, each room number associated in the caption below with a subtheme of the exhibition: “01 From phantasms to realities, 02 Principles and components, 03 Decrypting with AI, 04 Recreating with AI, 05 Living with AI?” Taken together, the subthemes and their listing invited visitors to embark on a demystification tour, allowing them not only to distinguish “realities” from “phantasms” (01) and learn about fundamental “principles and components” (02) but also to play with many “decrypting” and “recreating” applications (03-04), before pondering the consequences of “living with AI” (05). 

			Second, upon embarking on the suggested tour, I felt somewhat overwhelmed or, technically put, confronted with the “in vivo witnessed incompetence of the text” (Garfinkel 2002, 205). In other words, the subtheme caption, taken on its own, as a discursive artefact, would not specify materially how a visitor’s passage “from phantasms to realities” was to occur, then and there, in and out of “room 01”. To the contrary, I was faced with a multiplicity of artefacts, statements and installations, each of which (according to the subtheme caption) would present a “phantasm” and raise the question of its “reality”. Alluring examples and recurring images of “machine intelligence” from science fiction, film and mainstream media filled the room. A fittingly vertiginous experience resulted from this, if only to invite any room visitor to find a way out of, and into, the exhibition designed as the elucidation of the experience, if not its progressive demystification, through interactive engagement.7  

			Third, upon exiting “room 01”, I noticed that not only had I just been presented with “AI” as an evanescently mysterious agent, coming in the multiple forms and shapes of a hydra-like creature, but also that its didactic demystification, the ensuing exhibition, was to be staged under the auspices of the field’s own canonical definition in terms of “intelligence simulation” (see McCarthy et al. 1955). A cautious version thereof was written on the wall. It read as follows:

			“Artificial Intelligence (AI) is the ensemble of theories and techniques that simulate or have something in common with certain intelligence capabilities of living beings, enabling machines to perform tasks and solve problems hitherto reserved for humans.” (Excerpt 2: the exhibition’s definition of “AI”)

			How is this “ensemble of theories and techniques” deployed for “(simulated) intelligence” to become manifest? In any actual case? And should it be deployed? What kinds of “intelligence”, “tasks” and “problems” are being defined and redefined, delegated to “machines”, and eventually “performed”, if not “solved”, by them? Again, the museum wall text served as an invitation to find out for oneself, while the exhibition was designed to offer answers to the questions raised by the text. Thus, I pursued them. 

			Tentatively, I first perused the decision table next to the canonical “AI” definition, a decision table that, through a series of “yes/no” questions, allowed its user to determine whether a given “machine utilizes AI”. Next, and after having walked through the glittering A-NSM-FSC1: Nonsensical Supermassive Fake Supercomputer (Egger 2022), an art installation in the form of a dark tunnel, constructed from several computers and illuminated in disco style, I arrived in room 02, the room dedicated to introducing current “AI” systems in terms of their fundamental principles and components (e.g., “big data,” “machine learning,” “neural nets”). Here, an “interactive installation” caught my attention, an arcade-like game station inviting any next player to have a seat, play the late 1970s computer game Breakout, and compare her performance with the score reached by the computer (its previously “trained neural net”). Intriguingly, the installation was designed to “show off” machine performance on screen while offering the interested “human” player a vintage joystick that both hindered and enabled skilled play.8

			3.	Exhibition dismantling and reflexive heuristics

			In a paper reflecting on sociological inquiry, Louis Quéré (2001), in a pragmatist vein, highlights the critical importance for such inquiry not only to address the “social problems” of the day, although this remains a key task, but also to control and clarify its discursive frames of problematization (p. 93). Certainly, an “AI” exhibition aimed at the “general public” does not operate under the definitional constraints of sociological inquiry. However, its relaxation of such constraints, by being designed under the auspices of the exhibited field’s own self-serving definition (see Excerpt 2), presents an opportunity cost. By way of introduction, we alluded to this opportunity cost of the exhibition as its constitutive paradox, the paradox of inviting the public to discover and question “AI”, while maintaining its staging as a black-boxed agent, thus recurringly concealing the computer below and showcasing its effects above. Additionally, I mentioned having fortuitously encountered this paradox, or performative contradiction, when attending the dismantling of the exhibition the day after. How did this chance encounter unfold?9  

			To understand the visual quality of exhibition dismantling and the aesthetics of display in return, consider the following selection of photographs from the encounter (Figures 1-6). I will address the “how” question on that basis.10  

			[image: ]

			Figure 1: white wall after removal of the exhibition entrance poster Source: photograph by the author

			[image: ]

			Figure 2: “disco tunnel” (left) and “room 01” (right) being dismantled Source: photograph by the author
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			Figure 3: “room 02” almost dismantled, setting aside cabling and lighting Source: photograph by the author
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			Figure 4: “interactive installations” being dismantled (left), and awaiting to be dismantled (right). Source: photograph by the author
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			Figure 5: wall instructions and attention orientation Source: photograph by the author
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			Figure 6: alternative usage of display aesthetics Source: photograph by the author

			In addition to the previous field notes and preliminary observations, the photograph selection above (Figures 1-6) prompts the following observations. 

			The white wall, marked with traces of Scotch tape (as shown in Figure 1), reminds us not only of the removed poster at the exhibition entrance (see Excerpt 1 above) but also of its informative and instructional qualities (including a “floor plan”). The poster indeed provided the intended audience with an exhibition rationale (i.e., hinting at a progression from “phantasms to realities” and how to implement it by moving from “room 01” onwards). The white wall itself lacks this instructional quality, yet it can be given other significations, other functions. This possibility struck me upon (re-)entering what used to be “room 01” and the glittering “disco tunnel” (as shown in Figure 2). As both spaces were being dismantled, they seemed to assign a new role to the comic-like human figures drawn on the wall: rather than simply illustrating various everyday uses of technical gadgets (e.g., smartphones, delivery drones) or appearing to engage with them as “mysterious agents”, they now seem to engage as workers in the dismantling process itself (e.g., as one of them seems to remove the black wooden wall of the previously glittering art installation). In “room 02”, the fundamental “principles and components” of “AI” systems were showcased. Meanwhile, the nearly completed dismantling of the room (as shown in Figure 3) encourages reflection on how those “principles and components” were arranged, if not fostered, so that they could appear functional or locally operative at all, and what role the lighting, setups, and cabling played in this process (perhaps similarly to the Scotch tape securing the entrance poster). 

			I stumbled upon the answer to the latter question, so to speak, as I observed how some of the “interactive installations” were being dismantled or waiting to be taken apart (as shown in Figure 4). In each instance, a technician was set to remove a previously hidden computer from beneath the operational area of the installation, which visitors were presented as its public interface.

			In one case, this had just been done, as both the black computer on the floor before the installation and the technician still inside it suggest. For the exhibition, the robotic arm visible above and the computer inside the wooden box below were connected and showcased as drozBot: le robot portraitiste, a “robotic system that draws artistic portraits of people” (Löw et al. 2022). In the other case, the computer still appears to be inside the “black box” under the desk area that, illuminated by a small lamp, was presented to visitors for them to play with everyday items (e.g., a cloth). As they did so, their playing hands were filmed from above and projected in two colourful versions on the wall before them: an optically realistic version, representing their “ordinary perception” of the everyday item, and an algorithmically transformed version, via a “machine learned” algorithm, showing the everyday item through a changing filter image (e.g., the moving cloth as an agitated sea). Hence, and for such Learning to See to be facilitated, the so-titled artwork by Memo Akten (2017) was installed to direct the visitors’ attention before them while inviting a “focused comparison” between ordinary and algorithmic perception. For this purpose, the exhibition room was darkened. In contrast, the backdoor left open during its dismantling allowed daylight in (as shown in Figure 4 right), revealing the previously hidden computer (i.e., the black box) and the projection area (i.e., the two white squares on the wall) upon which the installation relied, albeit imperceptibly. 

			In turn, this staging of “machines” invited me, and now invites us, to reflect on the “ecologies” it sustains and that sustains them. 

			In retrospect, it seems that the “principles and components” previously encountered were not presented for questioning but rather to function as implicit principles of exhibition design and display aesthetics. For instance, “room 02”, in addition to elucidating principles of “machine learning” and related topics, also included a poster about the historical figure of the “mechanical Turk”, the 18th Century chess-playing apparatus whose stunning yet fraudulent performance was due to a skilled chess player, a “little man” hidden inside (Natale 2021, 12-13). This dualistic framing, which would later be found in the “Turing test” (Turing 1950) as a front/backstage set-up, seemed to extend throughout the exhibition, as indicated by the dismantling of the two interactive installations mentioned above, and as would also be the case for other installations (e.g., the Breakout game station and its computing unit, which and as they had been disassembled and prepared for removal). In summary, the AI exhibition at the regional anthropology museum seems to have succeeded in (re-)mystifying “AI” as much as in demystifying it.11 

			Prospectively, the encountered ambivalence also invites us to further explore machine ecologies as “staged encounters” by examining how instructions for visitors (to “interpret”, to “imitate”, etc.) relied on their visible inscription on the exhibition’s walls, controlled lighting conditions and their juxtaposition with the exhibited installations (see Figure 5). To what extent did the instructions, their inscription and fitting juxtaposition direct the visitor’s attention to any subsequent installation (e.g., to identify an “emotion”, Figure 5 right) rather than to the overall framing of the exhibition (i.e., its entrance poster, room signage, dualistic framing, and so on)? The pictured moments of exhibition dismantling suggest this kind of attention orientation to operate, if only insofar as its intended object is shown to be a disassembled installation (in Figure 5 right). Note, in this respect, also the sustained focus and continuously controlled conditions of artificial lighting (ibid.). In turn, daylight falling through an open door (as shown in Figure 5 left) illuminates – or would have illuminated – the staged character of the exhibition itself, thereby becoming the phenomenon to be “interpreted” instead of the individually staged installation (see, e.g., Figure 4 right). 

			However, the dismantling of the exhibition as experienced in situ also lent itself to alternative uses of display aesthetics. This includes foregrounding its material media, such as a digital camera, a mirror image, a loudspeaker, adhesive tape, cabling, and a removed label (as shown in Figure 6). Had these media been subtly integrated into the smooth articulation of the didactic message regarding “(mysterious) AI” found in and as the numerous interactive installations of the exhibition, they now stand out in their distinct materiality. This notable change invites us to consider the enabling role of specific media through their material articulation, including their function in establishing a museum exhibit (e.g., as an appropriately installed and properly labelled artwork). This possibility takes us back to the other exhibition I began with.12

			4.	Back to nature (of robotics) – an “expanded 		field”

			What dismantling lessons does the previous description hold for the Nature of Robotics (EPFL 2020-21) show? The short answer is none. Why is that so? There is a longer answer to this second question, which I will tentatively elaborate on. 

			In an essay reflecting on “Machine and Ecology”, Yuk Hui articulates the following critique: 

			“The logic of cybernetics remains formal; therefore, it underestimates the milieu by reducing it to mere functionality based on feedback so that the milieu can be integrated into the operation of the technical object. In this respect, the milieu is exposed as a scientific and technological object, while its position within the genesis of technicity is ignored.” (Hui 2020, 62)  

			If information technology (or “AI”) can become part of “robotics”, this possibility also relies on their shared formalistic approach, which Hui describes as the “logic of cybernetics” in the quote above, also known as “information-feedback circuits allow[ing] [at least in principle] a system to adapt to its environments” (Kline 2015, 4). As I noted above, the AI exhibition was introduced under the auspices of the field’s own definition in terms of “intelligence simulation”. This definition remains formal to the extent that it downplays the importance of substrate and medium (e.g., a human voice, an animal reaction, a machine’s feedback) while overemphasising the role of simulation and computation (i.e., achieving equivalency, substrate indifference, or media commensurability). None of that applies to Nature of Robotics! Consider the first paragraph of the exhibition booklet: 

			“The premise for Nature of Robotics is to offer an unconventional look at the subject of robotics and to extend its understanding into broader notions situated at the frontier between science and the visual arts. The exhibition space becomes a platform and arena for the confrontation of different viewpoints, offering a range of perspectives […] to unpack and reflect on the new frontiers of this expanded field. Opening a realm of speculation common to scientific and artistic research, the show thus also investigates the interdisciplinary concerns of robotics today, as well as its impact on society and environment.” (Excerpt 3: Nature of Robotics exhibition booklet, p. 3)

			No single vision, formula, or canonical definition serves as the exhibition template here, whether formal or vague (as in the case of “AI”). On the contrary, multiple “visions emerging from the laboratories are juxtaposed with speculative creatures, drawings, diagrams, and videos produced by contemporary artists” (ibid., p. 2). This interdisciplinary, perhaps irreverent, and irreducibly pluralistic approach offers a potent antidote to becoming entrapped, if not enthralled, by the discursive framing of the field itself (e.g., a quasi “mechanical Turk” display and its special effects). Instead, the “nature of robotics” is to be “expanded”, echoing Rosalind Krauss’ “sculpture in the expanded field” (1979), and to “ground a curatorial endeavour, framing robotics in environment-related thinking” (exhibition guide, p 3). 

			In Hui’s terms, this bold countermove avoids the formalistic framing of “reducing the milieu to mere functionality” (e.g., in a closed feedback loop) while making possible the elucidation of its “position within the genesis of technicity” (i.e., as a changing situation, if not changeable environment). Also, technology itself, if such a thing exists, becomes a contingent matter and a malleable medium again, something we can and might wish to change (i.e., regardless of supposed ignorance or imputed position). Here, the curatorial gesture, while affording us with “machine ecologies as staged encounters”, creates space for conversation, including an open discussion on the display aesthetics of those encounters. In contrast, the asymmetric dramatization of the exhibition space – as in the case and for the purpose of the progressive demystification of “AI” – nudges visitors away from engaging in such conversation right away (e.g., by scripting their steps, directing their gaze, hiding the computers, and so on).13  

			How might “thinking through an expanded field” (exhibition booklet, p. 3) occur instead? Perhaps my recollection of how I stumbled into Nature of Robotics on the last day of the exhibition is not the worst place to begin and then to conclude this essay on.

			“On Sunday, 16 May 2021, a guided tour was scheduled, a tour of the show to be given by Giulia Bini, its leading curator. Having been invited to it by two artist friends, I remember that we arrived just on time and, upon entering the exhibition space, we almost stepped on one of the two robot snails by Urs Fischer. The other one had already been removed from Maybe, Fischer’s (2019) artwork, as somebody else might have stepped on it. Robot snails? On the floor? Slowly moving? Leaving a trail of “mucus” behind? What a great opening! Aren’t robots usually associated with indestructible machines, spectacular achievements in automation, and undeniable gains in production? For sure, a “snail” didn’t seem to qualify in this respect, let alone a “robo-snail.” Upon arrival, I couldn’t indulge in such musings though. Rather, we joined the group which had formed around a video projection of Jean Tinguely’s (1962) Study for an End of the World N°2, a projection which showed an ensemble of sculptures being blown up in a Nevada desert. The staged destruction and explosion site could not but evoke military technology and atomic bomb testing. Giulia, however, had already moved on to comment the next artwork on display, Jürg Lehni’s (2015) Otto, a computer-controlled chalk drawing machine. Its installation at the show had the machine draw out schematic genealogies of art, science, and technology ventures (e.g., from “E.A.T.” onwards), while leaving it to viewers how to connect or question them. Taken together, the encountered artworks not only staged “machines” in various forms and shapes, but also invited visitors to question their “ecologies.” The exhibition space thus expanded the field, a field I had just walked into.” (Excerpt 4: Stumbling into Nature of Robotics)

			Conclusion

			In her recent review essay, Maja Horst (2024) pleads for the “use of art for public engagement with science and technology” (p. 1). This plea invites a series of questions: 

			Isn’t art, particularly contemporary art, always already a form of “public engagement,” albeit a fragmented and fickle one? If so, does it make sense to call for its “use” at all? On the other hand, “science and technology” hardly appear to be less fragmented endeavours, although they might be differently structured and hierarchized, if not cumulatively and instrumentally organized. To what extent do the titles and acronyms used (e.g., “ASTS” by Rogers et al. 2021) gloss over one of the key lessons of science studies, namely that, if there is such a thing as “art, science and technology” (or “technoscience,” for that matter), it always already happens to be “in the making” – that is, contingent upon situated practices, backgrounded controversy, and generative site-specificity. What are these practices? 

			In a memorable passage, Hans-Jörg Rheinberger (2019) highlights their heuristic promise:

			“It appears […] first and foremost in the material circumstances of shoptalk [and shopwork] among artists and scientists, rather than in a lofty and detached discourse on their supposed practices that the potential and prospects for a ‘hybrid heuristics’ challenging both sides may finally lie”. (Rheinberger 2019, 248)

			The quoted passage follows Rheinberger’s hunch that the discursive separation of “arts and sciences” is a “secondary effect, collateral damage so to speak” (ibid.) of social arrangements and institutional communication, rather than being due to their circumstantial production and its material conditions (for a similar line of argument, see Rogers 2022). In turn, programmatic calls for “public engagement” (Horst 2024), especially against the backdrop of an “ASTS canon” (Rogers et al. 2021, 2022), may entrench the derivative division(s) between “arts and sciences” (and “technologies”), if only for presupposing their fixed definition(s), instead of reflexively probing their heuristic potential as interdisciplinary inquiry and public engagement from within situated practice. Horst highlights that “ASTS” Handbook chapters risk nurturing such “bifurcation” (pp. 12-13) and, in contrast, suggests that “science communication” broadly understood (p. 11) may be less prone to it (less, perhaps, than programmatic pleas or discursive canonization).14 

			Of course, Horst’s suggestion may be doubted, if only for presupposing a “disengaged public” as a baseline. Yet we should also note that Rheinberger’s chapter (re-)introduces another binary, not so much between discursive registers and experimental practices, but from within “experimental practices” themselves, particularly those by artists. On the one hand, science-interested artists, according to Rheinberger, may focus on the “products of laboratory work” (2019, 242; italics in the original) as a starting point for their work (e.g., images and inscriptions). On the other hand, they may “engage with the technologies of data generation and visualization themselves, that is, with the means and the media through which and with which the results of the sciences acquire contours. […]” (ibid.; italics in the original). As technical self-instruction becomes paramount, this may be the “thornier path to take” (ibid.). Yet it also raises the question of its distinctive aesthetics, critical interest, and public relevance. Both “AI” and “robotics” provide us with a case in point, insofar as in both fields there is currently a fine line between “hacking the promise” (Digitale Aussicht 2024) and “fueling [the] hype” (Horst 2024, 17).

			In turn, this essay took a step back and asked how each of them – “AI” and “robotics,” respectively – is staged so that they appear to carry a serious “promise” in the first place or appear to nurture a dubious “hype” at all. 

			Dismantling proved of particular interest in this regard. For better: attending the exhibition disassembly of the AI show offered us a chance encounter of heuristic interest. Indeed, its routine dismantling at Musée de la main cast into relief the multi-media staging – or scenarization – that the public display of “AI” systems, as well as their joint mystification and demystification, as autonomous technology relied upon – in short, its signage “micropolitics of everyday life” (McHoul 1984). Recovering the “hidden computer”, in turn, allowed us to re-embed its inconspicuous presence, in and as part of the material installation that enabled its mostly invisible operation. A “critical technical practice” able to problematize its own framing, “critical” and/or “technical”, while thereby inviting the “repositing of problems” (Van Geenen et al. 2023, 14) in situ – their reframing, if not reassembly – appears as the heuristic alternative of curatorial consequence, if not artistic interest. For worse: the dismantling rumour of another exhibition space due to be closed soon – not despite or because, but regardless of its manifestly consistent, diversely inspiring, and reflexively articulate(d) exhibitions at numerous art, science, and technology interfaces – appears akin to petty politics, ironically reminiscent of Adorno’s “tabula rasa” dilettante (1970, 71). Truly, I only reported on the one Nature of Robotics exhibition three years ago, as I stumbled into it on its last day open to the public. Yet my recollection of the guided tour, subsequent consultation of related information (the exhibition booklet), subsequent visits and continued conversation ever since have not allowed me to think or feel otherwise. On the contrary, I invite anyone else – reader, amateur and/or ethnographer – to visit the show now on, or next up, at EPFL Pavilions (or, Plan B, its successor institution) and convince me that I must be wrong.
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						1.	On Heinich’s latest book as dubious polemics, see Hardy et al. (2024).  


						2.	Translations from French to English by the author.


						3.	What is the “social interest” behind this move? I do not know, but I was surely reminded of Gilbert Ryle’s “category mistake” and his story of a foreign campus visitor’s confusion between building and institution (1949, 7-18).


						4.	Amateur ethnographer? I use the term to designate an appreciative stance with respect to the field explored (echoing Latour’s amateur de sciences, 2006) at least in the context of this essay.


						5.	For a related discussion, see Salter (forthcoming).


						6.	For a recent media history of that “logic,” see Natale (2021), including the 18th Century “Mechanical Turk”, also known as the fraudulent “Automaton Chess Player” (pp. 12-13). 


						7.	Another wall text indeed suggested how to turn the visitor’s doubts and fears about “AI” – just echoed, amplified or created tout court – into a motive for finding out: “to know, we invite you to enter the machine…” For a recent collection of studies on textually mediated, instructed action, see Lindwall & Lynch (2024).


						8.	A more detailed description of my playing experience can be found in Sormani (2022).


						9.	For local staff, however, exhibition dismantling appeared to be a routine operation, so much so that when I asked one of its members if I could conduct an interview with her, she asked me “about what?”.


						10.	 All photographs were taken and prepared by me in the context of my field visit to the exhibition dismantling.


						11.	 As I pointed out this irony to the head curator, she explained: “well, here [at the museum] we always have to hide the cabling and computers, so that visitors don’t touch them, especially with the interactive installations, inviting touch and exploration. In a contemporary art museum, it would be different.”


						12.	 Incidentally, readers may wonder – as I did when taking the photograph (shown in Figure 6) – what kind of “mirror image” is shown, via which type of “machine(s)”, and thereby revisit the AI exhibition theme: “our mirror images in the machine”.


						13.	 Is this an invidious comparison between two different kinds of exhibition? The short answer is yes. Interestingly, the head curator of the AI show offered it herself (see note 11 above). For a longer answer, see Uroskie (2014). 


						14.	 Her suggestion takes the form of an inclusive definition (ibid.) and reading invitation (Horst et al. 2017).
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