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1. Introduccion

Los resultados de los modelos grandes de lenguaje en el marco de la llamada
inteligencia artificial generativa han admirado al gran publico a pesar de que la
historia de estos ingenios empezé alrededor de 1950, cuando Warren Weaver creyod
saber cdmo hacer una maquina de traducciéon automatica. La investigaciéon y la
disponibilidad de ordenadores con cada vez mas capacidad de computacién fueron
clave para que a principios del siglo xx1 la traduccion automatica fuera ya un
producto de consumo masivo. Por ejemplo, en 2006, Google lanza su traductor
automatico y de uso gratuito Translate, un sistema todavia basado en reglas que era
la tecnologia en la que estaban basados los sistemas profesionales que ya se venian
utilizando en sectores de alta demanda de traduccion como la ONU, la entonces
Comunidad Econdmica Europea, o la Organizacion Panamericana de la Salud. A
partir de aqui se suceden rapidamente las novedades que llevan hasta la aparicion
de ChatGPT. Google en 2007 lanza un nuevo traductor que utiliza tecnologia
estadistica, y en 2016 otro con tecnologia neuronal. En ese afo, Google publica en
su blog oficial que traduce 100.000.000.000 palabras al dia (Turovsky, 2016). Pero
ya no es el Unico gran proveedor de traduccién, quiza solamente el mas utilizado por
el gran publico. Otras companias como DeeplL, Amazon, Microsoft, PROMT, SDL,
Baidu, y Alibaba tienen también productos de traduccion automatica, aunque
algunos dirigidos especificamente a la traduccién profesional. Durante los ultimos
anos, la traduccion entre algunos pares de idiomas ha mejorado sensiblemente,
como se puede se puede ver en el Ejemplo 1 de traducciéon de inglés a espafiol. A
finales de 2022, OpenAl dio a conocer al gran publico ChatGPT que, entre otras
tareas, que también traducia, con tanta solvencia como ya lo hacia la traduccién
neuronal.

Ejemplo 1. Mejora de la traduccion
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Google, 2016 Ellos no pueden ser explotados, reproduccion, distribucion,
modificacion, comunicacion, cesion o transformacion
publicamente.

Google, 2021 No pueden ser explotados, reproducidos, distribuidos,
modificados, comunicados publicamente, cedidos o
transformados.

ChatGPT, 2025 No podran ser explotados, reproducidos, distribuidos,
modificados, comunicados publicamente, cedidos ni
transformados.

La naturaleza y cantidad de los datos utilizados para desarrollar traduccion
automatica es una, quizd la mas importante, diferencia entre las diferentes
tecnologias y sistemas. Los sistemas de traduccion basados en reglas, la tecnologia
del siglo xxI, eran enormes compilaciones de condiciones sobre la equivalencia de
dos expresiones, cada una en un idioma. Las condiciones se expresaban como
conocimiento linglistico, y habia programas especificos que inducian ese
conocimiento formulado, a su vez, con reglas. Por ejemplo, el conocimiento utilizado
seria del tipo «el verbo inglés to work se traduce por trabajar si el sujeto es
animado, y por funcionar si el sujeto es inanimado». Un analizador sintactico
automatico tenia que identificar qué palabras eran el sujeto de la oracion,
conocimiento que también se formulaba en términos de declaraciones de
condiciones, y buscar en una especie de diccionario con informacion semantica
sobre cada palabra, si el nombre que era el nucleo del sujeto correspondia a una
entidad animada o inanimada.

Ademas de requerir de mucha posedicidon, porque las traducciones de los sistemas
basados en reglas eran muy literales, el gran problema de esta tecnologia era que
cada par de traduccidén implicaba la redaccion de miles de reglas, con condiciones
sobre el contexto, y de diccionarios con un gran numero de -caracteristicas
linglisticas y extralingliisticas de las palabras. Para crear y mantener cada nuevo
par de lenguas eran necesarios muchos linguistas y traductores, y, sobre todo,
tiempo. Asi, a finales del siglo xx y principios del xx1, la llamada traduccion
automatica estadistica fue considerada una mejor opcién, no porque se consiguiera
una mejora de la calidad de la traduccidon, sino especialmente porque reducia el
coste del desarrollo de nuevos pares. Los sistemas estadisticos no requerian
linglistas o traductores, ni siquiera necesitaban diccionarios bilinglies. Solo era
necesario disponer de textos originales y sus traducciones. Lo mismo que necesitan
los sistemas actuales: los neuronales y los modelos grandes del lenguaje, base de la
inteligencia artificial generativa.

En este articulo nos proponemos explicar la tecnologia que puede dar lugar a un
sistema de traduccidon automatica sin expertos en traduccién, ni en lenguas. La
explicacién quiere facilitar una comprensidn intuitiva, concentrandose en los detalles
que afectan a la tarea de traducir, prescindiendo de los que se refiere a la ingenieria
informatica necesaria para hacer los millones de millones de calculos necesarios.
Con esta explicacidn aspiramos a que los profesionales de la traduccién puedan
evaluar las capacidades de estas tecnologias y asi entender sus limitaciones, y, mas
importante, que conozcan su absoluta dependencia de las traducciones vya
existentes, y como la cantidad disponible de estas determinan inexorablemente la
calidad de las traducciones producidas.

Sin embargo, nuestra explicacion de los desarrollos tecnoldgicos que son la historia
mas reciente de la traducciéon automatica se ve limitada por el hecho de que
estudiamos productos comerciales y no toda la informacion técnica es publica.
Nuestras explicaciones estan basadas en los articulos académicos y otros
documentos publicados por los desarrolladores de estos sistemas antes del producto
comercial. Ademas, hemos seleccionado solamente las publicaciones que marcaron
la evolucién de esos sistemas y que son la historia de la tecnologia.



En lo que sigue, y después de esta introduccion, en la seccién 2 presentamos las
bases de la tecnologia estadistica de traduccién automatica, cuyas innovadoras
propuestas sirvieron de base para la tecnologia neuronal que presentamos en la
seccion 3. En la seccidn 4, explicamos cdmo se consigue que los asistentes basados
en modelos grandes del lenguaje puedan resolver tareas de traduccién, entre otras
como el resumen automatico, la respuesta a preguntas, etcétera. Acabamos este
articulo con unas observaciones finales que forman la seccion 5.

2. Traduccion automatica estadistica (TAE)

Brown et al. (1990) fue la presentacién académica de una innovadora forma de
crear las correspondencias entre palabras y expresiones en dos lenguas diferentes a
partir de textos y traducciones ya existentes. La solucién propuesta era posible
gracias a la creciente capacidad de computacion de los ordenadores de la época.
Con esas nuevas capacidades, los programas disefiados para convertir un input en
un output podian basarse en realizar millones de veces una operacion. Se podian
encadenar varias operaciones sencillas en un algoritmo y hacer que la maquina las
ejecutara millones de veces, sin apenas coste adicional y rapidamente. De esta
forma, soluciones que parecian demasiado costosas o incluso imposibles si debian
realizarlas trabajadores humanos, se convertian en viables.

Para traducir, la idea basica era que, en cada par de frases, una siendo la traduccion
de la otra, cualquier palabra de la frase meta podia ser la traduccidon de cualquier
palabra de la frase original, pero que, si se disponia de un gran numero de pares de
frases, el nimero de veces que resultaria la traducciéon correcta seria mayor que los
emparejamientos incorrectos. Es decir, a partir de un corpus paralelo (nombre que
se daba a la coleccidon de pares de frases y sus traducciones) como el Ejemplo 2 se
emparejaban todas con todas, para ver qué emparejamiento resultaba mas
frecuente y que era propuesto como correspondencia de traduccion. Como vemos en
el sencillo Ejemplo 2, la hipdtesis de que la correspondencia correcta resulta del
emparejamiento mas frecuente se suele cumplir.

Ejemplo 2. Emparejamientos y frecuencia
Corpus paralelo

a. The fast elevator works = El ascensor rapido funciona.
b. This fast elevator works = Este ascensor rapido funciona.
c. The elevator is closed = El ascensor esta cerrado.

Emparejamientos

Palabra Palabra Namero

original traduccién de veces
the el 2
the ascensor 1
the rapido 2
the funciona 2
fast el 2
fast ascensor 2

fast rapido 2



the funciona 2

fast funciona 2
elevator el 2
elevator ascensor 3
elevator funciona 2

this este 1

the funciona 2

this este 1

this ascensor 1

this rapido 1

this funciona 1

is el 1
is ascensor 1
is estd 1
is cerrado 1
closed el 1
closed ascensor 1
closed estd 1
closed cerrado 1

El par the-ascensor seria menos frecuente que elevator-ascensor, que resultaria
seguro de cada par de frases en las que aparezcan estas palabras. the-ascensor
apareceria en muchos pares, pero no tantos, porque habria frases con expresiones
como this elevator, an elevator, etcétera. Ademas, podia calcularse la traduccion
mas frecuente entre varias posibles: elevator-ascensor pero también pares como
elevator-elevador, y elevator-montacargas. A partir de los datos del corpus, se
podia calcular que en un 80% de casos la correspondencia encontrada era elevator-
ascensor, en un 15% elevator-montacargas y en un 5% elevator-elevador, por
ejemplo. Pero, para obtener esas correspondencias, la cantidad y calidad de datos
era crucial. Los experimentos de Brown et al. (1990) mostraron que sélo era posible
por la disponibilidad de 1.778.620 pares de frases inglés-francés: el corpus de
traducciones oficiales de las sesiones del Parlamento de Canada (Hansards 1974-
1978).

El calculo de la probabilidad de las correspondencias entre palabras se conoce desde
entonces como el modelo de traduccidon que una vez entrenado, es decir cuando a
partir de los datos se ha calculado la probabilidad de las correspondencias entre
todas las palabras de los textos, se puede utilizar para predecir la traduccién de una
frase nueva, generandola a partir de la seleccién de la correspondencia mas
probable de las palabras de la frase original.

Las correspondencias entre las palabras podian estar bien, pero también tenian que
encontrar la forma de ordenarlas segln la lengua meta. De la tarea de la fluidez en



la lengua meta se encargaba otro componente estadistico, un modelo de
lenguaje, con el que se estimaba la probabilidad de las secuencias de palabras en
un idioma determinado. Tras la combinacién en todos los 6rdenes posibles de las
palabras resultado de aplicar el modelo de traduccion, el modelo de lenguaje
calculaba qué frase resultaba la mas probable en la lengua meta, como en el
Ejemplo 3. Este modelo del lenguaje es, efectivamente, un precursor de los modelos
grandes de lenguaje (Large Language Models, LLM) que son la base de Ia
inteligencia artificial generativa actual.

Ejemplo 3. Diferentes salidas del modelo de traduccién para The fast elevator works

a. El rapido ascensor funciona.
b. El ascensor rapido funciona.
c. El ascensor funciona rapido.

El entrenamiento del modelo de lenguaje es el cdlculo de probabilidades de
secuencias de palabras a partir de muchos textos de la lengua modelada. Esas
probabilidades se usaran en produccion para calcular la frase meta mas probable de
entre todas las posibles traducciones de una frase original nueva proporcionadas por
el modulo de traduccién. Como ya hemos dicho, esa forma nueva de abordar la
traduccion, sin intervencién de traductores ni linglistas, se basaba crucialmente en
dos recursos cada vez mas disponibles en el siglo xxi: gran cantidad de textos
traducidos y digitalizados y ordenadores que pudieran hacer rapidamente todos esos
calculos, sencillos, pero millones de millones.

La traduccion automatica estadistica evolucion6 entonces a buscar la traduccién en
grupos de mas de una palabra (Traduccion automatica estadistica basada en frases)
para elegir una u otra traduccion. Koehn et al. (2003) presentaron una solucién, no
muy sofisticada desde el punto de vista del traductor, aunque aumentaba la
cantidad y complejidad practica de los calculos en el entrenamiento. Decidieron
buscar correspondencias por grupos de 1, 2 y 3 palabras. Alargaron el niumero de
elementos de las correspondencias para intentar listar y asi almacenar la traduccién
segun las palabras circundantes. Las tablas de correspondencias bilinglies eran
como la de la Figura 1, que estd copiada de uno de los cursos de iniciacion del
sistema presentado en Koehn et al. (2007), MOSES.(1)

wiederaufnahme ||| resumption ||| 0-0

wiederaufnahme der ||| resumption of the ||| 0-0 1-1 1-2

wiederaufnahme der sitzungsperiode ||| resumption of the session ||| 0-0 1-1 1-2 2-3
der ||| of the ||| 0-0 0-1

der sitzungsperiede ||| of the session ||| 0-0 0-1 1-2

sitzungsperiode ||| session ||| 0-0

ich ||] i ||| 0-0

ich erklaere ||| i declare ||| 0-0 1-1

erklaere ||| declare ||| 0-0

sitzungsperiode ||| sessiomn ||| 0-0

Figura 1. Ejemplo de tabla de correspondencias extraidas automaticamente por el sistema de traduccién
automatica estadistica basada en frases MOSES (Koehn et al., 2007). Cada linea corresponde a un
segmento de la lengua fuente, en este caso aleman, la frase correspondiente en la lengua meta, aqui
inglés, y la correspondencia de las palabras expresada en la posicion y que empieza por 0. Por ejemplo,
en varios casos la palabra der se alinea con dos palabras del inglés: 1-1y 1-2.

La traduccion automatica estadistica primero y la traduccién automatica estadistica
basada en frases después fueron mejorando la calidad de las traducciones, pero
sobre todo redujeron la cantidad de esfuerzo humano necesario para desarrollar un
nuevo par de lenguas o un nuevo dominio, aunque ahora dependian de la cantidad
de textos traducidos disponibles para cada nuevo par de lenguas (o para un ambito
de conocimiento o dominio especifico). Si no se disponia de un gran corpus paralelo,
original y traduccién, no se podian extraer las correspondencias, asi que por ejemplo
Google Translate iba afiadiendo pares de lenguas a su lista de traductores utilizando
alguna lengua (normalmente el inglés) como interlingua. Por ejemplo, traducia del
rumano al inglés y del inglés al castellano para poder traducir del rumano al
castellano. O hubo incluso pares de lenguas que se resolvian con tres traductores:
catalan-castellano, castellano-inglés, y del inglés a cualquier otra del catalogo. El



usuario no veia las traducciones intermedias, aunque a menudo notaba los errores
que se creaban en una de las traducciones intermedias y que se arrastraban hasta la
traduccién final.

La tecnologia estadistica de Brown et al. (1990) y Koehn et al. (2003) fue clave para
destacar el papel del modelo de lenguaje en la traduccién y para definir el problema
de la traduccién como el problema de encontrar la secuencia de palabras mas
probable dadas las palabras de una frase en otro idioma. Esta definicion sera la
clave de las innovaciones aportadas en la traduccién automatica neuronal y de que
los modelos grandes de lenguaje puedan traducir y hacer otras tareas como resumir,
corregir, contestar a preguntas, etcétera.

3. La traduccion automatica neuronal (TAN)

A finales del siglo XX ya se habia considerado la posibilidad de utilizar la tecnologia
de aprendizaje automatico llamada ‘redes neuronales’ para resolver la tarea de la
traduccién (por ejemplo, Forcada y Neco, 1997; Castafio y Casacuberta, 1997), pero
fue el gran aumento en potencia de calculo de los ordenadores de los siguientes
quince afos lo que lo hizo posible. La primera tecnologia llamada 'secuencia a
secuencia' (Cho et al., 2014; Sutskever et al. 2014) y la inmediatamente posterior
Ilamada 'transformador' (Vaswani et al., 2017) mejoraron las traducciones pero a
costa de hacer millones de millones de operaciones de calculo.

Una red neuronal es un entramado de unidades de computacion a las que llaman
neuronas por analogia con las células del cerebro que inspiraron esta tecnologia de
aprendizaje automatico (Mitchell, 1997). Las neuronas son unidades de computacion
porque cada una de ellas recibe unos cuantos valores de entrada y produce un unico
valor de salida. Cuando se organizan en una red, el resultado de un nimero de
neuronas de una primera capa se convierte en el input o valores de entrada de las
neuronas de la capa siguiente, como se muestra en la Figura 2. El resultado de la
segunda capa, a su vez, seran los valores de entrada de la siguiente capa, y asi se
va procesando de forma cada vez mas profunda. Las conexiones entre las neuronas
(los parametros) son ponderables: cada conexion tiene un peso que determina cémo
de importante es esa computacion para el resultado deseado. El entrenamiento
sigue siendo calcular las probabilidades de palabras que generarian de nuevo el
corpus usado como datos.

Input Output

Figura 2. Representacidn esquematica de una red neuronal. A partir de varios inputs produce un Unico
resultado: dadas unas palabras, qué palabra es la mas probable como continuacion. Elaboracion propia

Por ejemplo, en un modelo de lenguaje el objetivo del entrenamiento es volver a
producir (o casi) los datos del corpus de entrenamiento. Ha de calcular la
probabilidad que tiene cada palabra del vocabulario después de las palabras
anteriores. El programa va probando pesos y comparando la propuesta de palabra
siguiente con la que hay en el corpus. Cuando no acierta, reasigna pesos y vuelve a
intentarlo hasta que da con los pesos de todas las conexiones de la red que generan
el texto que mas se parece al texto de entrenamiento, o hasta que el coste o el
tiempo de computacion se considera aceptable. Por eso se puede decir que aprende,



porgue va cambiando el peso de cada conexién, y hay millones, hasta que generen
lo que hay en el corpus de entrenamiento. Entrenar un modelo de lenguaje suele
tardar varios meses, incluso usando decenas de miles de potentes GPU.

Como en la traduccién automatica estadistica, un modelo de lenguaje calcula la
probabilidad de una palabra dadas las anteriores en la lengua meta, pero la novedad
de la traduccion neuronal es que la probabilidad de la siguiente palabra esta
condicionada ademas por las palabras de la frase original. Como se ve en la Figura
3, un moadulo llamado codificador procesa las palabras de la frase original hasta
obtener una representacién profunda sobre la que ha de condicionar la generacion
de palabras hasta completar la frase que va a ser la traduccién.

Encoder Decoder

lls regardent . <eos>

e e e
I e 11+;L})L}Ju;

They are watching . <eos>

<bos>

Figura 3. Representacion tomada de Wikimedia Commons de un modelo secuencia a secuencia para
traducir. A la maquina que construia esa representacion de la frase del idioma origen se la llamé
«codificador» (encoder) y entonces la maquina que iba generando la traduccion a partir de la
representacion proporcionada se la llamé «decodificador» (decoder).

Créditos: Zhang, Lipton, Zachary, Li y Smola. CC BY 4.0

Una de las claves de la tecnologia neuronal fue que la representacion de palabras y
frases dejaban de ser cadenas de caracteres alfabéticos, simbolos. Con las redes
neuronales las palabras se representan con un vector numérico, una lista ordenada
de nameros sin ningun significado, pero diferente para cada palabra (Bengio et al.,
2003). En el procesamiento que se produce durante el entrenamiento, la
representacién de cada palabra se va enriqueciendo cuando se le afladen vectores
de algunas de las palabras con las que coaparece.

Para explicarlo de forma intuitiva podemos decir que al principio una palabra como
‘works’ se representa con un vector [1,2,3,4] y que ‘elevator’ tiene la representacion
[5,6,7,8]. El codificador se encarga de que, después de ver diferentes ejemplos,
‘works’ tenga la representacion [1,2,3,4,5,6,7,8] que es la relacionada con la
traduccién ‘funciona’. También después de ver otros ejemplos, se crea una
representacion de ‘works’ [1,2,3,4,9,10,11,12], porque ha afiadido la informacién de
palabras con las que se combina frecuentemente como ‘boy’, ‘man’, etc, que se
representan como [9,10,11,12]. Se dice que esta representacion vectorial codificada
es semantica en el sentido de la hipétesis distribucional de Firth (1954) por la que
se considera que palabras que aparecen en los mismos contextos tienden a tener
significados relacionados. Como acabamos de ver, en el caso de las representaciones
contextuales, palabras diferentes pero que se combinan frecuentemente con las
mismas palabras se pareceran y se podria inferir que tienen una semantica
parecida. ‘The lift works’ se traducird por ‘El ascensor funciona’ aunque esta
correspondencia no esté en el corpus, porque los contextos en los que aparecen ‘lift’
y ‘elevator’ son muy parecidos, y los vectores contextuales se pareceran. Para poner
un ejemplo mas, en las primeras versiones de la NMT, se daban con cierta
frecuencia errores debidos a esta transferencia entre palabras de significado y
contexto habitual similar pero que no se correspondian a lo que se decia en el
original. Por ejemplo, predecir Noruega, cuando el original habla de Tunez (Arthur et
al. 2016): ‘I come from Tunisia’ = ‘Vengo de Noruega’.

Otro elemento clave que se introdujo con la traduccién neuronal fue procesar y
representar trozos de palabras, lo que llaman subpalabras. Uno de los problemas de
trabajar con probabilidades es que, como siempre se refiere a la frecuencia con que



se ha observado una determinada palabra, si en el corpus de entrenamiento no
estaba esa palabra, la probabilidad calculada es cero. Dividiendo en uno o varios
segmentos las palabras con un algoritmo especifico (Byte-Pair Encoding, BPE,
Senrich et al., 2016) se podia asegurar que los trozos de palabras resultantes si que
iban a estar en el corpus. Los tokenizers, como se llaman a estos algoritmos que
identifican trozos de palabras, no tienen nada que haga que la particion se parezca a
raiz y sufijos, asi que podria haber subpalabras como ‘asc’, ‘en’ y ‘sor’. El célculo de
la probabilidad de la siguiente palabra, se convierte en la probabilidad de la
siguiente subpalabra, lo que puede dar lugar a que genere secuencias de caracteres
gue no son palabras de la lengua de llegada, aunque podria haberlo sido, como en el
ejemplo de la Figura 4.

Catala v g Espanyol -
La seva intervencié * Su intervencion la

la va fer trontollar, hizo tambalear,

fins i tot la va incluso la corprendio.
corprendre.

B D) m © &G

Suggeriments

Figura 4. Captura de pantalla con ejemplo de traduccion con Google Translate
que genera una palabra bien flexionada ‘corprendié’ pero que no existe y
que es una consecuencia de la segmentacién en subpalabras

Por ultimo, para mejorar la calidad, la TA neuronal emplea un método especifico
conocido como beam search (traducido normalmente por ‘bdsqueda por haz’). Este
método mantiene activas varias hipdtesis de traduccion (cada hipotesis con la n
palabra mas probable) producidas por el decodificador hasta que se alcanza el final
del segmento a traducir. En ese punto, el sistema evallia todas las secuencias
producidas para determinar la secuencia mas probable en conjunto (Koehn et al.,
2003; Freitag y Al-Onaizan, 2017).

Con todas estas innovaciones, la TA neuronal mejord sensiblemente los resultados
de la traduccidn automatica estadistica, pero necesitaba de muchisimos mas datos.
Koehn y Knowles (2017) compararon la calidad de la traduccién de dos sistemas
inglés-espafiol, uno estadistico basado en frases y otro neuronal, entrenados ambos
con diferentes cantidades de datos de entrenamiento: de 400.000 palabras a 385
millones de palabras. El sistema neuronal solamente empezaba a ir mejor que el
estadistico a partir de 15 millones de palabras, aunque iba mejorando muy
rapidamente conforme se iba aumentando esta cifra. Esos autores ofrecian ejemplos
de la mejora de la calidad al ir aportando mas datos. Reproducimos sus resultados
en la Tabla 1. Esta dependencia de la cantidad de datos va a ser aun mayor en la
siguiente tecnologia, la inteligencia artificial generativa.

Numero de palabras Frase original: A Republican strategy to counter the re-
del corpus de election of Obama
entrenamiento

376.000 Un dérgano de coordinacidn para el anuncio de libre
determinacioén

753.320 Lista de una estrategia para luchar contra la eleccién de
hojas de Ohio

1.500.000 Explosién realiza una estrategia divisiva de luchar contra
las elecciones de autor



6.026.562 Estrategia siria para contrarrestar la reeleccién del Obama

12.053.125 Una estrategia republicana para contrarrestar la
reeleccién de Obama

Tabla 1. Traducciéon de la primera frase de los datos de prueba usando un sistema" de traducciéon neuronal
entrenado con diferentes cantidades de datos. Tomado de Koehn y Knowles (2017), quienes constataban
que, con pocos datos de entrenamiento, la traduccion neuronal producia resultados que, a pesar de ser
frases posibles en la lengua de llegada, no tenian relacidén alguna con la frase original

4. Inteligencia artificial generativa para la traduccion

Los modelos grandes de lenguaje (a partir de ahora usaré el acrénimo LLM, del
inglés Large Language Models) con arquitectura GPT (del inglés, Generalised Pre-
Trained Transformers) son decodificadores, como los que acabamos de presentar.
Generan texto al calcular la palabra mas probable dadas otras palabras anteriores,
pero sin codificador, usando los calculos realizados en el entrenamiento con datos.
Esas palabras anteriores suelen ser las de la instruccion o comando que da un
usuario (el prompt, en inglés) y las que, de forma iterativa, va generando el mismo
sistema.

El primer modelo GPT que fue noticia en 2019 tenia unos resultados bastante
modestos, pero OpenAl, la compafia que lo desarrollaba, sorprendié al publicar que
la nueva tecnologia era ‘peligrosa’ para el mundo y dejo de hacer publico el cédigo
(Figura 5). Con el modelo siguiente, GPT3 (Brown et al., 2020), los resultados
mejoraron. GPT3 era mucho mayor que los modelos anteriores en el nimero de
parametros (las conexiones entre neuronas) y en la cantidad de datos utilizados
para el entrenamiento. Si GPT2 tenia 1.500 millones de parametros, GPT3 tenia
175.000 millones. Para entrenar GPT2 habian utilizado textos con 40.000 millones
de palabras provenientes de Internet, colecciones de libros, paginas de la Wikipedia;
para GPT3 usaron 300.000 millones de palabras que, segun la empresa, provenian
de textos de las mismas fuentes y en un 93 % en inglés.

Blsjc
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A team of researchers who have built an artificially-intelligent writer say they are
withholding the technology as it might be used for "malicious" purposes.

OpenAl, based in San Francisco, is a research institute backed by Silicon Valley
luminaries including Elon Musk and Peter Thiel.

It shared some new research on using machine learning to create a system capable of
producing natural language, but in doing so the team expressed concern the tool could
be used to mass-produce convincing fake news.

Figura 5. Captura de noticia publicada por la BBC comentando el comunicado de OpenAl sobre la
peligrosidad de GPT3 en febrero de 2019. Fuente: https://www.bbc.com/news/technology-
47249163

En Ouyang et al. (2022) se publicaron datos sobre el modelo InstructGPT,
antecedente inmediato de ChatGPT, que tenia dos importantes novedades. Una era
que los resultados del modelo de lenguaje, el texto generado palabra a palabra,
podia ser controlado por un método que habia sido entrenado para reconocer texto
inapropiado. Construyeron un corpus de entrenamiento especifico en el que
diferentes personas habian puesto nota a los textos que generaba el modelo de
lenguaje GPT2 que, quizd como consecuencia de las fuentes usadas, contenia con
frecuencia muestras de racismo y machismo, asi como un |éxico a menudo procaz e
inapropiado para convertirse en un producto comercial. Con esos nuevos datos,
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afadieron un entrenamiento adicional para que el modelo aprendiera a clasificar los
textos de acuerdo con las notas que habian puesto los anotadores humanos, de
forma que se podia identificar mensajes no apropiados y descartarlos como
respuesta. La otra novedad era que se dieron cuenta de que los textos con los que
entrenar podian ser una secuencia de nombre o descripcidon de la tarea, texto de
entrada y el resultado deseado. En el caso de la tarea de traduccién, los datos
tendrian el aspecto de la captura de pantalla de la Figura 6.
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Figura 6. Ejemplo de datos de entrenamiento de un gran modelo de lenguaje para la tarea de traducciéon
de inglés al bllgaro. Captura de pantalla del conjunto de datos Europa Education and Culture Translation
Memory (EAC-TM) publicados en la plataforma HuggingFace.co.

Fuente: https://huggingface.co/datasets/community-datasets/europa_eac_tm

Con este tipo de datos se ‘instruia’ el sistema, en el sentido de que como se
calculaba la probabilidad de las secuencias palabras, el modelo podia generar un
nuevo texto que tuviera la secuencia mas probable que era la solucion a la tarea. Asi
se simulaba haber resuelto la tarea propuesta por el usuario.

Ahora, a partir del input del usuario, el prompt, el modelo genera la respuesta
palabra a palabra basandose en la probabilidad calculada a partir de los datos de
pre-entrenamiento, los del modelo de lenguaje que hemos visto, y refinarlos con los
de instruccion. Si los textos de instruccion han sido pares de frases, una la
traduccién de la otra, el modelo acaba calculando la probabilidad de que las palabras
en una lengua aparezcan detras de la secuencia de palabras en otra lengua. La
identidad de los idiomas se puede convertir en un condicionante mas de la
probabilidad de la siguiente palabra. Después de la frase en el Ejemplo 4, la palabra
mas probable sera ‘coffee’. Su probabilidad sera mas alta que la de la palabra ‘tea’
que en cambio sera mas probable cuando en la frase original aparezca ‘té’, y mucho
mas probable que la palabra ‘Kaffee’ del aleman, que solamente seria mas probable
si la frase del usuario tuviera la palabra ‘aleman’ y quiza otras como ‘Ich mag".

Ejemplo 4. Traduce al inglés: Me gusta el café. I like...

Es decir, para que un prompt como «Traduce esta frase al inglés: Me gusta el café»,
se pueda resolver con la informacion de qué palabra es la mas probable detras de
estas otras, se han usado millones de frases en las que aparecen palabras como
‘traduce’, ‘inglés’, y frases originales y sus traducciones.

Se han recopilado ya millones de textos y su traduccién a partir de libros, Wikipedia,
otras paginas web multilinglles y memorias de traduccién existentes como la que
hemos visto en la Figura 6. La traduccidn se hace de la misma forma que para todas
las otras tareas a las que estos asistentes dan respuestas. Por ejemplo, el conjunto
de datos Aya (Singh et al., 2024) son 503 millones de instrucciones, en 114 lenguas
diferentes, nombrando 12 tareas entre las que se incluyen respuesta a preguntas,
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resumen, traduccién, parafrasis, analisis de opinion, e inferencia en lenguaje
natural. Flan 2022 (Longpre et al., 2023) consiste en 15 millones de ejemplos de
instrucciones para 1.836 tareas diferentes. También hay datos especificos para
tareas como la correccién gramatical (Raheja et al., 2023) como los que vemos en la
Figura 7.
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2 gec Improve the grammaticality: As the number of people grows, As the number of people grows, the need for a habitable
the need of habitable environment is unquestionably environment is unquestionably increasing.
essential.

Figura 7. Captura de pantalla del conjunto de datos utilizado por Grammarly para entrenar el LLM CoEdit
(Raheja et al. 2023), publicado en la plataforma HuggingFace.co.
Fuente: https://huggingface.co/datasets/grammarly/coedit

La gran aportacion de la IA generativa es toda la ingenieria necesaria para procesar
estos textos con millones de millones de palabras, signos de puntuaciéon, nameros,
etcétera, y calcular rapidamente una probabilidad que permite generar secuencias
de palabras condicionadas las unas a las otras. (Para una explicacion mas detallada,
véase Bel, 2025.)

Otra de las grandes contribuciones de estos LLM es la cantidad de palabras que
pueden tener en cuenta para generar la siguiente palabra. Como los LLM generan
iterativamente palabras probables que siguen a las palabras anteriores, su contexto,
cuantas mas palabras haya en el prompt, la respuesta estara mas relacionada y
sera, en principio, mejor. Por ejemplo, OpenAl anunciaba que GPT 4.1 nano (2)
tenia la capacidad tener en cuenta un millén palabras, puntuacion, simbolos, etc. de
contexto, Gemini también anuncid (3) que su sistema podia procesar como
contexto 1.500 paginas de texto. Asi, estos sistemas anaden por defecto los
comandos y respuestas que se han ido generando en el curso del didlogo como
contexto de los nuevos prompts para condicionar mas la probabilidad y dar con las
palabras que son realmente la respuesta. De hecho, algunos profesionales suelen
recomendar, por ejemplo, incluir en el prompt ejemplos de traducciones que fuercen
a que la respuesta contenga palabras del mismo dominio, con el mismo tono,
etcétera. Se habla de prompt engineering para describir la heuristica que conlleva
encontrar instrucciones para conseguir la respuesta 6ptima a las tareas concretas
propuestas por el usuario.

El estudio de Gao, Wang y Hou (2024) comprobaba la existencia de diferencias en la
calidad de la traduccion propuesta por ChatGPT al incluir en el prompt (i)
informacion sobre la tarea, por ejemplo, mencionando los idiomas y la direccién de
traduccién (‘de inglés a espafiol’) y (ii) informacion sobre el dominio para mejorar la
terminologia. Para evaluar, dichos autores utilizaron, entre otras medidas, la tasa de
error de traduccion (TER, del inglés Translation Error Rate, Snover et al., 2006) que
mide los cambios que se han de realizar en la frase resultado del sistema para que
se parezca a una traduccién de referencia. Compararon los resultados de Google
Translate, DeepL y ChatGPT obtenidos por medio de los prompts especificos que
acabamos de mencionar con frases y sus traducciones extraidas de Wikipedia. Todas
las pruebas se hicieron en la direccién inglés a otra lengua, y las pruebas se
limitaron a 50 frases por lengua. Los resultados se muestran en la Figura 8, en la
que se observa que los diferentes sistemas son bastante similares y que lo que tiene
mayor impacto en la calidad de la traduccion son los pares de lenguas. La
importancia de la lengua origen y la lengua meta es en realidad la importancia de la
cantidad de datos (Moslem et al., 2023; Robinson et al., 2023). Por ejemplo,
Robinson et al. (2023), después de probar la traduccidon del inglés a otros 204


https://huggingface.co/datasets/grammarly/coedit

idiomas, demostraron que habia una correlacion positiva estadisticamente
significativa entre la calidad de los resultados y el nUmero de paginas publicadas en
la Wikipedia en esas lenguas, independientemente de lo que se incluia en el prompt,
aunque en Moslem et al. (2023) se muestra una ligera mejora en la terminologia si
se incluyen en el prompt algunos ejemplos de traducciones con esa terminologia,
pero, de nuevo, solo para los pares de lenguas para los que se ha dispuesto de mas

datos.
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Figura 8. Resultados en términos de Tasa de error de traduccion (TER, menor puntuacién es mayor
calidad) de diferentes sistemas de traduccién neuronal (Google y DeepL) comparado con los resultados
de ChatGPT obtenidos con diferentes prompts: sin instrucciones especificas con especificacién del par y

direccion de traduccion, y con informacién adicional sobre el dominio. Segun https://meta.wikimedia.
org/wiki/List_of_Wikipedias, hay 64 millones de paginas en inglés, 13,6 millones en francés y 8,5
millones en espafiol. Elaboracion propia a partir de los datos de Gao, Wang y Hou (2023)

5. Observaciones finales

De esta breve explicacién de la traduccion automatica del siglo xx1 se puede
entrever que la mejora de la calidad que se ha ido produciendo se debe sin ninguna
duda a la utilizacién de cada vez mas datos: de traducciones ya existentes. Hemos
visto que se ha demostrado una correlacién directa entre cantidad de datos en una
lengua y la calidad de la traduccion obtenida. Hemos intentado explicar de forma
intuitiva que, dada la tecnologia utilizada, no podria ser de otra manera ya que la
informacion basica que manejan las diferentes tecnologias es la probabilidad de las
secuencias de palabras y eso explica que la mejora de la calidad haya ido siempre
de la mano de usar mas datos, no de innovaciones que muestren un aumento de las
capacidades de abstraer y generalizar.

Si tenemos en cuenta que, segun Wikipedia, GPT4 ha sido entrenado con 13
millones de millones de palabras, cédigo, etcétera, no es dificil deducir que ya han
usado todos los textos disponibles y que mejorar la traduccion entre algunos pares
de lenguas ya no es posible. Algunos autores proponen la creacidon y uso de datos
sintéticos para compensar la falta de datos, pero se ha demostrado que usar texto
generado por modelos del lenguaje para entrenar afecta también la calidad de los
resultados (Shumailov et al. 2024).

En conclusién, esta total dependencia de la cantidad de datos implica que los pares
de lenguas con pocos textos traducidos disponibles no podran obtener traducciones
de calidad con la tecnologia de lo que llevamos de siglo xxi.
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NOTAS

(1) MOSES, statistical machine translation system, disponible en https://www2,
statmt.org/moses [consultado el 29 de agosto de 2025].

(2) Open IA, «Introducing GPT-4.1 in the API», disponible en https://openai.
com/index/gpt-4-1/ [consultado el 29 de agosto de 2025].

(3) Gemini, «Profundiza en archivos grandes y repositorios de codigo», disponible
en https://gemini.google/overview/long-context/ [consultado el 29 de
agosto de 2025].
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